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Abstract

Coronavirus (COVID-19) started from Wuhan, China in December 2019. Since then, this virus has affected millions
of people around the world and has caused deaths in millions. As of right now, there is no cure or permanent
treatment for this disease. It is well known that machine learning plays an important role in the health care system.
In this research, we are going to use some machine learning models such as Decision Tree (DT), logistic regression
(LR), and Random Forest (RF) for the forecasting of corona virus. These models are implemented using different
machine learning libraries available in Python. This work not only serves the purpose of COVID-19 predictions using
machine learning, but also attempts to find out suitable model with the best features to save time and resources.
Furthermore, we also compare some of the features of different machine learning models with a deep learning
model (CNN). Since healthcare environment, computational resources have to be optimized, prediction models
which use less computational resources are always preferred. We believe that the outcomes of this study can help
understand the performance of various predictions models in the prediction of COVID-19.
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✦

1 Introduction

The first case of COVID-19 emerged in Decem-
ber 2019. This infection originated from SARS-

CoV-2, a member virus of a large family known as
coronavirus. This virus may also have originated in
an animal and mutated so it can motive sickness in
human beings. There is also a history of these viruses
originating in different animals such as bats, pigs,
birds, and other animals which mutated and became
dangerous for the beings [1], [17]. Further research
and study are ongoing to find the real cause of the
pandemic.

The outspread of COVID-19 is incredible since it
transmits from a person to other person. Coronavirus
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is getting spread through virus particles and a droplet
released in the air when an infected person does an
activity such as breathing, talking, coughs, sneezes, or
singing. In a few seconds, large droplets may fall to
the ground but small infectious particles accumulate in
indoor places when there is a poor source of ventilation
and many people are gathered [2], [18].

Most people infected with the coronavirus can
suffer from mild to moderate respiratory illness and
recover without any special treatment. While some end
up severally ill and require clinical care. People with
old age who are already going through conditions like
diabetes, cardiovascular disease, chronic respiratory
disease, or cancer are more to develop serious illnesses.
The consequences include serious illness and even
death. The best way to protect yourself and others
from this virus is to be well informed about the disease
and how it spreads [19].
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As of right now, there is no cure or permanent
treatment to get rid of this disease. For mild cases,
doctors may recommend fever reducers or over-the-
counter medications. While serious cases may require
hospitalization where patients may be given steroids,
mechanical breathing support with oxygen, and other
COVID-19 treatments under development [1], [2]. In-
fusions of organism antibodies given to bound patients
early within the infection might cut back the symp-
toms, severity, and period of sickness [17], [19].

Although there has been lately approved vaccina-
tion from multiple sources which can effectively work
out to prevent an infection with SARS-CoV-2, but
there is a lot to understand about their effects. More-
over, continued hygienic practice also helps to slow
down the spread of COVID-19 [1]. Being vaccinated
can only reduce the chances of getting infected but if
you didn’t keep the safety measures then you are at
risk again.

The purpose of this study is to forecast or predict
COVID-19 by applying some machine learning and
a deep learning model. Further, this paper evaluates
various measures for performance including the pre-
diction accuracy, F1-score among others. Finally, the
paper reports better models among the compared for
the COVID-19 dataset.

2 Related Work
The investigation of COVID by using different tech-
niques of Artificial Intelligence for is the need of the
day, so the that reason this research study is based on
the prediction of COVID-19 by using Machine Learn-
ing Models and Its Comparison with a Deep Learning
Model. Many researchers worked different symptoms,
texture and etc., but in [3] author discussed how a
machine learning-based model is designed for the pre-
diction of coronavirus based on a textual dataset. Pre-
dictions models were designed with the combination of
several features to overcome the risk of disease. The
goal of this was to help medical staff where resources
are limited.

Authors in [4] discussed how COVID-19 was found
in China and became a pandemic, and there is no
curable medicine till now. This paper works out a
deep learning model using CT images to predict virus
presence. In [5] a review has been done on coronavirus
infection and findings in this paper shows that ma-
chine learning has an important role in the prediction,
investigation, and discrimination so machine learning
can be utilized in the medical department, supervised
learning shows better results as compared to unsuper-
vised learning by having testing accuracy of 92.9%.

In another work [6] authors discussed how coron-
avirus is becoming an endemic, nearly 651,247 have
lost their lives after getting infected from this disease,
right now no cure or permanent treatment for this
disease. It has become a burden on the healthcare
system around the world where resources are limited
especially in developing countries. In this work super-
vised machine learning models were developed using
epidemiology datasets regarding cases in Mexico (pos-
itive/negative). They follow a typical split of train-test
as 80-20%. In their performance evaluation, decision
trees comes out to be the most accurate having 94.99%
accuracy in comparison to SVM and Näıve Bayes
Models [7].

In this research, we are going to use some Machine
mastering models for the forecasting of coronavirus.
In particular, we compare inclusive of Logistic Regres-
sion, Random Forest (RF), and Decision Tree (DT).
These models are going to be applied with the aid of
using python and one of a kind gadget getting to know
libraries. The motive of this paintings is not just to do
the predictions of COVID-19 however to find out the
first-rate model with the first-class functions to keep
time and assets.

3 Methodology
3.1 Collection of Dataset
The most important step in the process of data col-
lection. This study utilizes COVID-19 dataset which
has been obtained from Kaggle. The given twenty
attributes in the dataset show the following dataset
involves the information about different symptoms and
any kind of another disease they are suffering from
their history of other activities like abroad travel,
contact with an infected person, attending large gath-
erings, and so on. This dataset is described in the
numerical way class 0 and 1 (1 for positive or yes
whereas 0 for no or negative).

3.2 Data Processing
After data collection the given data is cleaned first to
remove the missing and duplicated values in case there
are to bring the dataset in the same level of granularity,
followed by data cleaning and afterwards splitting in to
sets of training and testing [8].

3.3 Training
Next step involves applying training data to let the
model learn the patterns inside the data. Following
that the performance metrics can be evaluated to see
how accurate the predictions are [8].
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Fig. 1: Flow chart of the methodology

3.4 Testing
After the data has learned enough the model is evalu-
ated on new data i.e., testing set. This makes sure that
the model can predict on the data which it has never
seen before. The evaluation on the testing data reveals
its accuracy [8].

3.5 Selection of Algorithms
Classification is a supervised studying process that
is used for predicting the consequence from present
data. This work proposes a way for the analysis of
coronavirus the usage of classification algorithms [9].
After the testing and training step, the next step is the
selection of the algorithm. Some of the most commonly
used models are Logistic Regression, Random Forests,
and Deep Learning, among others.

3.5.1 Logistic Regression
A supervised algorithm which is used to predict the
chance of a variable which is dichotomous, and po-
tentially there would be solely two possible outcomes:
Failure or success represented as 0 or 1 [9].

3.5.2 Decision tree
A supervised knowledge method that may be used for
any type and regression problem; however, one usually
needs to clear up type problems. It is a tree classifier, in
which inner nodes suggest factors, branches represent
desires policies, and the leaf node are the end-result. In
a choice tree, there are nodes, which might be choice
nodes and leaf nodes [10].

Decision nodes are employed mainly to represent
features based on branches, whilst leaf nodes are the

output of these choices and now not consist of com-
parable branches. Choices or assessments are made
primarily based totally on components of the desired
dataset. It is a graphical instance of having all viable
alternatives for a problem/choice specifically below
sure conditions.

It is referred to as a tree of desire because, just
like a tree, it begins off evolved with the foundation
node, which then grows into branches and constructs a
tree. A popular technique is known as Tree Classifica-
tion and Regression Algorithm i.e., CART algorithm.
Primarily, a tree solves a question based on the reply
(True or False) and in addition, cut up the tree into
sub-trees.

3.5.3 Deep Learning
AI-based algorithms learn historical statistics to pre-
dict outcomes for unseen data. A commonly used
subset of AI are and deep learning (DL) algorithms
which primarily rely on complex learning models. DL
algorithms have been characterized as computation-
ally restrained as they require higher computing power
and complexity. Yet, trends in massive records have
made it possible to realize larger and more complicated
networks to learn, examine, and react to complicated
conditions quicker than humans. General areas where
DL enjoy large share of applications include photo
classification [11], speech recognition [12], and bioin-
formatics [13] etc.

Convolutional Neural Networks (CNNs) have re-
cently claimed huge success in image classification
tasks. Structurally its main element are convolutional
layers followed by pooling layers, and a classification
layer. Convolution mainly perform characteristic ex-
traction. The pooling layer attempts to decrease the
dimension of the inputs [14].

3.5.4 Random Forest
Another popular supervised algorithm for learning
is Random forest (RF). The main elements in this
algorithm are trees joining to form a forest. Each
tree is responsible for a classification expectation and
the category with the most votes are assembled and
turned into the model’s prediction [9]. The depth and
variety of trees however, play an important role in the
overall accuracy of the classifier. It is often termed
equally efficient as regression task, however it is better
suited at classification tasks, and more importantly
can account for missing values.

3.6 Performance Measure
For performance measure accuracy, F1-score, recall,
and precision are calculated.
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Fig. 2: Decision tree

Confusion Matrix: Confusion matrix is basically
a matrix of 2x2 with predicted values on one side and
actual on another [15].

Accuracy: Referred to as the ratio between total
number of predictions and number correct predic-
tions [16]. Mathematically:

Accuracy = TRP + TRN

TRP + FLP + TRN + FLN
(1)

where TRP stands for True Positive, TRN stands
for True Negative, FLP stands for False Positive, and
FLN stands for False Negative.

Precision: Precision is a ratio of true positives and
all positives [16]. Mathematically:

Precision = TRP

TRP + FLP
(2)

Recall: Recall basically measure of model identi-
fying true positives [16]. Mathematically:

Recall = TRP

TRP + FLN
(3)

F1-score: It is a measure computed via Harmonic
mean between precision and recall [16]. Mathemati-
cally:

F1 score = 2 ∗ PRC ∗ RCL

PRC + RCL
(4)

where PRC: Precision, RCL: Recall
Recall ROC Curves (Receiver Operating

Characteristic Curve): This is obtained by plotting
true positive rate vs. false positive rate. In this study
the models we have used classifies that either a person
is COVID positive or not supported the possibilities
generated for every class, we are able to decide the
edge of the possibilities likewise [16].

Consider that threshold line worth of 0.4. This
would imply that the model is capable of classifying

Fig. 3: ROC for Decision tree

the patient’s probability of having COVID higher than
0.4. Clearly, this generates a high recall worth and
scale back the amount of False Positives.

AUC Interpretation: This implies that for the
bottom factor (0, 0), the edge is about at 1.0. Therefore
the classifier will categorize all sufferers as now no
longer having a coronary heart sickness. At a factor (1,
1), the edge is about at 0.0. This will lead to classify all
sufferers as having a coronary sickness [16]. The values
of FPR and TPR for the edge values among 0 and 1
provides the relaxation of the curve. We examine that,
as TPR for the edge values among 0 and 1 for FPR
near zero, we’re reaching a TPR of near 1. This is while
the version will expect the sufferers having coronary
sickness nearly perfectly [16]. This limitations is known
as the Area Under Curve i.e., AUC. We it as a metric
of an excellent version so that starting from zero to 1,
we need to intent for a excessive cost of AUC. Models
with a excessive AUC are known as as fashions with
desirable skill [16].

For example if we got a value of 0.88 as AUC
which is quite good enough and that means our model
can differentiate between the positive and negative

Fig. 4: Random Forest
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Fig. 5: ROC for Random Forest

patients approximately 88% of the time [16].

3.6.1 Decision Tree
Confusion matrix of decision tree depends on two la-
bels (Predicted label, Actual Label) and four matrices
such as: True Positive (TRP), False positive (FLP),
False Negative(FLN) and True Negative (TRN). In
this research used five thousand cases to measure
accuracy of the model. TRP cases are one hundred
sixty six(166), FLP cases are twenty six (26), FLN
cases are sixteen (16) and TRN cases are eight hundred
and seventy nine (879) shown in Figure 2.

3.6.2 Random Forest
Confusion matrix of random forest depends on two
labels (Predicted label, Actual Label) and four ma-
trices such as: contain True Positive (TRP), False pos-
itive (FLP), False Negative(FLN) and True Negative
(TRN). In this research used five thousand cases to
measure accuracy of the model. TRP cases are one
hundred eighty four (184), FLP cases are eight (8),
FLN cases are twelve (12) and TRN cases are eight
hundred and eighty three (883) shown in Figure 4.

3.6.3 Logistic Regression
Confusion matrix of Logistic Regression depends on
two labels (Predicted label, Actual Label) and four
matrices such as: contain True Positive (TRP), False
positive (FLP), False Negative (FLN) and True Nega-
tive (TRN). In this research used five thousand cases
to measure accuracy of the model. TRP cases are one
hundred sixty six(166), FLP cases are twenty six (26),
FLN cases are sixteen (16) and TRN cases are eight
hundred and seventy nine (879) shown in Figure 6.

3.6.4 Deep Learning
This research used five thousand and four hundred
cases to measure accuracy of the model. TRP cases

Fig. 6: Logistic Regression

Fig. 7: ROC For Logistic Regression

are three hundred and four (304), FLP cases are
fourteen (14), FLN twenty (20) and TRN cases are
one thousand two hundred and ninety three (1293) as
shown in Figure 8. Figure 9 shows the ROC curve for
the deep learning model with an area under curve of
1.00. Figure 10 shows the representation of the corre-
lation matrix using a heatmap for the visualization of
different features or attributes.

Finally, in Table 1 , we show the overall accuracy
of various ML models considered in this paper. The
major features in this table are: Precision, Accuracy
and F1-score.

4 Results
4.1 Performance Evaluation
Twenty attributes were considered for the prediction of
coronavirus. Machine learning models were developed
and applied. These algorithms were trained with a
dataset containing 20 different features. Table 2 shows
the performance evaluation of the results. We checked
the performance of the model by using an 80-20 train-
test-split approach [9].

In terms of accuracy, we see that the RF achieves
the highest accuracy by reaching up to 0.98, followed
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Fig. 8: Deep Learning

Fig. 9: ROC for CNN

by DT and LR with an accuracy of 0.96. The DL
achieved an accuracy of 0.87. While comparing the
precision, again the RF outperforms other by reaching
a precision of 0.99. DT and LR could reach up to 0.97
whereas DL achieved only 0.88. In case of recall, all

TABLE 1: Accuracy of Confusion Matrix of
Various ML models

Measure Value
DT RF LR DL

STV 0.9121 0.9388 0.9121 0.9388
SPC 0.9713 0.9910 0.9713 0.9910
PRC 0.8646 0.9583 0.8646 0.9583
NPV 0.9821 0.9866 0.9821 0.9866
FPR 0.0287 0.0090 0.0287 0.0090
FDR 0.1354 0.0417 0.1354 0.0417
FNR 0.0879 0.0612 0.0879 0.0612
ACC 0.9614 0.9816 0.9614 0.9616
F1 0.8877 0.9485 0.8877 0.9485
MCC 0.8648 0.9373 0.8648 0.9373

DT: Decision Trees, RF: Random Forest, LR: Logistic Regression,
DL: Deep Learning.
STV: Sensitivity, SPC: Specificity, PRC: Precision, NPV: Negative

Predictive Value, FPR: False Positive Rate, FDR: False Discovery
Rate, FNR: False Negative Rate, ACC: Accuracy, F1: F1 Score, MCC:
Matthews Correlation Coefficient.

Fig. 10: Representation of correlation matrix of a
COVID-19 dataset

TABLE 2: Overall results obtained from
the COVID-19 dataset

Models ACC PRC RCL F1
DT 0.96 0.97 0.98 0.97
RF 0.98 0.99 0.98 0.98
LR 0.96 0.97 0.98 0.97
DL 0.87 0.88 0.88 0.88

DT: Decision Trees, RF: Random Forest, LR: Logistic Re-
gression, DL: Deep Learning.
ACC: Accuracy, PRC: Precision, RCL: Recall, F1: F1 Score

the models obtained a value 0.98 except DL which
remained on 0.88. For F1, RF again outperform others
by going up to 0.98, DT and LR achieved 0.97 and DL
obtained 0.88.

5 Conclusion
This study has been done to find a suitable model
for the prediction of Coronavirus. In this research
few algorithms like Logistic Regression (LR), Random
Forest (RF), Decision Tree (DT), and Deep Learning
(CNN) were selected. After the overall Comparison of
results, RF turns out to be the best model. Random
Forest has better accuracy than the other three models
such as Decision Tree and Logistic Regression. LR
and DT turn out to be the second-best algorithm
after Random Forest. RF has better results for other
features such as precision, recall, and f1-score as com-
pared to LR and DT and deep learning. As we know
already a lot of research is going on coronavirus using
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machine learning to forecast the early detection of
coronavirus. This study not only just predicts the
COVID-19 based on the symptoms dataset which is
used in this study but also finds the best prediction al-
gorithm among the other models which are used in this
research. For Future Work, the results of this study
can help design an AI prediction tool to help health
professionals. Moreover, this work can be helpful to
the new researchers who want to work on designing
prediction models for disease detection (not limited to
just COVID-19 but applies also to other diseases too).
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