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Abstract

Recently, recognition systems have gained importance due to their vital role in security by identifying users while
interacting with electronic devices to ensure reliability. The typical authentication systems based on PINs or
passwords have revealed various issues of deceitful access. On the contrary, Biometrics can establish an apparent
discrepancy between a genuine individual and a fraudulent imitator. Biometrics may be categorized as a Single
Model or Multimodal System. Systems of Multimodal bio-metrics are used in Physical Access, Civil ID, Criminal
ID, Network/PC Access, Kiosk/ATM, Retail/POS, Surveillance, e-commerce, and telephony. This paper proposes a
novel and robust recognition system that uses voice and signatures as inputs to recognize the users. The proposed
method uses (Mel Frequency Cepstral Coefficients) MFCC and (Vector Quantization) VQ as characteristic vectors
to perform voice analysis, and Vertical Projection Profile (VPP), Horizontal Projection Profile (HPP), and Discrete
Cosine Transform (DCT) features to design an offline signature identification system. In the design, a similarity score
is obtained. False acceptance and rejection probabilities are measured based on the highest score for each uni-model
system. Finally, both methods are merged to get an equal error rate, which is used to evaluate the effectiveness of
the proposed approach. The results indicate that when compared with unimodal biometric systems, the proposed
multi-model biometric system produces less EER, making the system more robust and reliable.
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1 Introduction

B iometric recognition technology has made
its way into many aspects of daily life in

a relatively short period [1, 2]. Citizens of more
than 50 nations carry machine-readable passports.
They contain biometric data [3], facial images
[4], and, in most cases, a digital representation of
fingerprints to authenticate identity at the border
[5]. Law enforcement agencies have built biometric
databases containing fingerprints, voices, and DNA
samples to make their work more efficient and
controllable [6]. Biometrics are rapidly used in distant
tele-biometric deployments, such as eCommerce
and online banking, to supplement or replace
traditional authentication techniques, such as PINs
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and passwords in commercial applications [7]. While
biometrics-based authentication provides advantages
over these methods, several drawbacks may still be
observed in biometrics-based authentication systems.
One of the potential solutions may be multi-model
biometrics, where more than one biometric feature is
incorporated.
Multimodal biometrics is associated with
incorporating two or more biometric modalities
in an exacting recognition method [8, 9].
Biometrics face recognition technology has gained a
lot of attraction in the current practice of using human
faces for verification drives [10]. Facial recognition
captures the spatial geometry of various facial features
[11].
Besides, personal identification is obtained by the
use of one’s voice. Voice biometrics is a natural
and pervasive behavioral trait that current personal
computers can collect [12].
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Multi-model biometric systems with different
characteristic combinations are seen in various
publications. A review of some of the existing multi-
model biometric systems is reported in the preceding
section.
One of the multi-model biometric systems based on
finger-vein and finger-shape modalities is reported in
[13]. The work is CNN-based, where to capture the
figure print near-infrared camera sensor is used. The
weighted sum, product, and perception methods are
used to calculate the matching distance.
Based on deep learning temple matching, a biometric
recognition system using three distinct features,
face, fingerprint, and iris, is reported in [14]. In the
proposed system, well-known methods of contourlet
transform and lo-cal derivative ternary methods are
used to extract the features. In design, weighted
rank-level algorithms extracted the features.
A facial feature extraction using deep belief network
(DBN) and left and right iris feature extraction
and classification based on CNN is reported in [15].
The scores of both features are combined to provide
rank-level fusion methods.
A CNN–based deep learning framework for face
information-based recognition is given in [16]. It
is observed that deep CNN models resulted in poor
performance when insufficient training data was given.
A combination of iris and periocular region modalities-
based biometric systems based on the deep transfer
learning method is given in [17]. The proposed work
used the VGG model to extract the feature and
the swarm algorithm. The two modalities relied on
matching score-level and feature-level fusion.
Several deep learning models with transfer learning
for an automated plankton recognition system are
reported in [18], and in [19], a method based on finger
vein recognition is proposed.
A multi-model, iris, and left iris biometrics recognition
is reported in [20, 21]. The work proposed a deep
learning method based on a multi-class support vector
machine (SVM) algorithm to extract and classify iris
features.
A finger vein and finger knuckle print features
using three CNNs, alexnet, VGG16, and resnet50,
interacting with transfer learning, were proposed in
[21]. Three of the methods were combined to produce
the classifications.
An optimal human motion dynamic-based biometric
system is reported in [22], which developed a
CNN-based deep transfer learning for the human
identification framework.
This paper proposes a novel and robust recognition
system that uses voice and thumb signatures as inputs

Fig. 1: Fundamental Modules in Biometric System

to recognize the users. The proposed method uses
(Mel Frequency Cepstral Coefficients) MFCC and
(Vector Quantization) VQ as characteristic vectors
to perform voice analysis. Vertical Projection Profile
(VPP), Horizontal Projection Profile (HPP), and
Discrete Cosine Transform (DCT) features to design
an offline signature identification system. In the
design, a similarity score is obtained. False acceptance
and rejection probabilities are measured based on the
highest score for each uni-model system. Finally, both
methods are merged to get an equal error rate, which
is used to evaluate the effectiveness of the proposed
approach.
The envisioned biometric system (Fig.1) consists of
four fundamental modules: Sensor-module, feature-
extraction segment, matching segment, and decision
segment [22].

• Sensor module: The sensor module contains the
biometric sensor or scanner to measure or record
the biometric data that needs to be transferred
to the feature extraction module for further pro-
cessing. A biometric system’s overall cost depends
most on the sensor module [23].

• Feature extraction module: The feature ex-
traction module consists of various mathematical
algorithms and techniques to process the raw
data obtained by the sensors. The desired data
is separated and sent to the matching module to
perform further actions [24].

• Matching Module: The matching module pro-
vides a match score when the data from the future
extracted module is compared with the stored
template in the database. The score received from
the matching module is sent to the decision-
making module to see if the required threshold
levels are generated [25].

• Decision-making module: As the name sug-
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gests, the decision-making module tells whether
the user is genuine. These are used to either
validate a person’s identity or provide a ranking of
the enrolled identities for identifying an individual
[26].

The paper further proceeds as follows: in section 2,
some of the preliminaries related to the paper are
given. In section 3, the proposed architecture of a
multi-level biometric system is presented, and in sec-
tion 4, results and discussions are provided.

2 Preliminaries
This section provides some elementary information,
which this article will repeatedly use.

• Biometric Functionalities: The very initial
function of any bio-metric system should be iden-
tification and verification. The enrollment and
authentication stage tasks fall under verification
and identification methods.

• Enrollment: Enrollment is assigning a user to
the bio-metrics system.
– Verification (one-to-one correspon-

dence): In verification, an operator’s
distinctiveness is established by bio-metrics
available measurements that are contrasted
with the defined user’s model. As a result,
biometric information is gained, pre-processed,
and turned into structured features, and the
generated score is evaluated using a standard
threshold.

– Identification (one-to-many matching):
As the name suggests, bio-metrics statistics are
collected (pre-processed) through a systematic
set of actions, re-formed into elements, and
then post-processed before being matched with
all appropriate and valuable models.

• Voice Recognition: Voice identification is iden-
tifying speakers using narrator voices.

• Pre-processing and Silence Removal: The
noise is added in voice transmissions. As a re-
sponse, in voice analysis, a subtle reduction ap-
proach must be used first to detect ”clean” voice
segments.

• Feature extraction using MFCC: The spec-
tral component of the human acoustic system
cannot be detected on a linear scale. So, the Mel-
frequency scale is a nonlinear scale to produce
spectral information.
Feature Extraction from Signature Information:
DCT (Discrete Cosine Transform), HPP (Hor-
izontal Projection Profile), and VPP (Vertical
Projection Profile) are used to extract offline

and online features in the signature identification
method.

• Vertical Projection Profile (VPP): The num-
ber of columns in the signature image equals the
size of the VPP. The intensities around which the
picture pixels are focused are represented by the
VPP histogram.

• Horizontal Projection Profile (HPP): An
array containing the total pixels in each signature
image’s row. The HPP is the same size as the
signature image’s number of rows. HPP is a type
of histogram as well.

• Voice Corpus: Total number of voice samples
used in the system.

• Signature Corpus: Total number of signature
samples used in the system.

• False Reject Rate or False Non-Match Rate
(FRR or FNMR): The prospect discovers a
structurally failed match between the input pro-
totype and a matching model in the database (a
record).

• FAR (The False Acceptance Rate) or FMR
(False Match Rate): A false acceptance rate is
the possibility of the system incorrectly matching
the input prototype to a non-matching model in
the database (a record).

• Equal Error Rate or Cross over Error Rate
(EER or CER): The rate at which both ac-
cepted and rejected mistakes become equal is
called the EER or CER (Equal Error Rate or
Crossover Error Rate).

3 Proposed Architecture of Multi-level Bio-
metric System
The proposed architecture of the multi-biometric
system is given in Fig. 2. We need to perform four
mandatory steps in speech or signature biometrics.
The first step is enrollment. The second is feature
extraction, the third is modeling, and the fourth is
normalization.
The proposed system is a multi-model biometric
system consisting of speech and signature recognition.
In both cases, first, the user is enrolled in the
database. Once enrollment is done, the features from
the registered data are extracted to perform necessary
operations and to produce biometric individuality.
The MFCC technique for voice and VPP-HPP-DCT
technique for signature are used in the proposed
design for feature extraction.

After features are extracted, modeling is performed
by comparing the feature data with online available
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Fig. 2: Proposed Architecture of Multi-model Biomet-
ric System

Fig. 3: Elaborated Architecture of Multi-model Bio-
metric System

data-based. The comparison produces the closest
match if one is available.
In the last, identical scores that everyone’s bio-metrics
attribute has produced are being normalized. Obtain
a standard matching score for all enrollments. The
goal is to achieve the maximum average score.
A further elaboration of the proposed multi-model
biometric system is provided in Fig 3.

The Pseudo code for the proposed multi-model
biometric system is given below.

Input: Signature Image, Sample Voice Output: Ex-
cept or Reject

Algorithm 1
1: Input: Signature Image, Voice Sample
2: Except or Reject
3: Begin
4: Input: Signature Image
5: Output: Signature match Score
6: Begin
7: Input Signature Image
8: Image Processing
9: Vertical Projection Profile (VPP)

10: Horizontal Projection Profile (HPP)
11: Feature Matching For Signature
12: Feature Extraction from Signature
13: Perfect Match
14: False Reject Rate
15: False Acceptance Rate
16: Equal Error Rate
17: End
18: Input: Voice Sample
19: Output: Voice match score
20: Begin
21: Input Voice Sample
22: Voice Processing
23: Mel Frequency Cepstral Coefficients
24: Feature Extraction from Voice
25: Feature Matching for voice
26: Perfect Match
27: False Reject Rate
28: False Acceptance Rate
29: Equal Error Rate
30: End
31: Normalize (Signature match score, Voice match

score)
32: End

3.1 Modeling in Speech Biometrics System
After enrollment, the next step is feature extraction.
To extract them, we need Frequency Cepstral Coeffi-
cients (FCC). The spectral coefficients obtained from
FCC do not regulate energy. As a result, we raise the
energy factor by including Double Delta acceleration.
The feature extraction method is depicted in the figure
below.

Two well-known models in speech recognition sys-
tems are the generator network model and the discrim-
inative model. The generative model aims to encapsu-
late the underlying distribution of training data, such
as class centroids and variation around the centroid.
Stochastic models, such as Gaussian Mixture Models
(GMM), Hidden Markov Models (HMM), and others,
are the most prevalent generative models in speech
recognition. On the other hand, exclusionary models
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Fig. 4: Feature Extraction Method Based on FCC

Fig. 5: EM Clustering Showing Characteristics Vector

(EM) do not always model the entire circulation but
instead focus on differentiating among distribution
regions. Our proposed design uses an EM model in
which initial feature vectors produce the EM clusters.
Figure 5 depicts EM clustering, where the (black dots)
indicate the characteristic vector.

3.2 Modeling in Signature Biometrics System
The proposed signature biometric system employed
Vertical Projection Profile (VPP), Horizontal
Projection Pro-file (HPP), and Discrete Cosine
Transform (DCT) features to design an online
and offline signature identification system. Offline
signature verification heavily relies on feature
extraction. There are two kinds of services in offline
signature recognition: static and pseudo-dynamic
features in one group and global and local features
in the other. The VPP and HPP are static signature
features, whereas the DCT possesses global signature
image characteristics. The VPP range is the same
as the number of columns in the signature image.
The intensities around which the image pixels are
concentrated are indicated by VPP, which is also a
type of histogram. VPP decided on the horizontal

Fig. 6: Online and Offline Signature Recognition Sys-
tem

starting and ending areas of the image. As a result,
this might be used as a distinguishing attribute of
a signatory. Although signature zones vary in size
even among users, the average value of the vertical
projection profile is used as a feature in this task.
In a signature image, a horizontal Projection Profile
(HPP) is an array containing the sum of pixels in
each row. The number of rows in the signature image
determines the HPP size. HPP is a type of histogram
as well. The intensities around which the picture
pixels are concentrated are called histogram points.
HPP gives the vertical starting and ending points of
the image. As an outcome, this could be used as a
distinguishing attribute of a signatory.

4 Results and Discussions
The statistical analysis of the data and experimental
setup includes three types of experiments: voice recog-
nition, signature recognition, and a multimodal system
that provides both voice and signature recognition.
In the signature recognition system, 100 participants
were selected under the age limit of 17 to 40. Their
signatures were scanned with an HP Scan Jet 5300C
scanner with indoor and outdoor lighting. The picture
resolution to store the signatures was 300 dpi (digits
per inch). An 8-bit grayscale picture was produced as
a result. The saved format was BMP (bits mapping).
Each participant was to give 25 example signatures.
Five signatures from all the participants were required
for the training session.
Like the signature recognition system, the total num-
ber for speech recognition was also set to 100 partici-
pants with 20 speakers. The sampling frequency for the
voice was set to 8000 Hz, and the tests were conducted
in various environments. For each participant, there
were four sentences to examine. Those sentences were
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Fig. 7: Signature Recognition System showing EER

Fig. 8: Speaker Recognition System showing EER

provided to the training session for matching to the
database.
The two individual systems and a combined system
are compared based on error trade-off curves showing
how a system performs when all error rates are equal.
A lower EER score indicates higher recognition.
The miss probability increases when a fact enrollment
is identified as an impostor. When an imitator is
authorized as total enrollment, the deceitful apprehen-
sion likelihood increases; for a signature recognition
system, the EER is 1.978 as shown in Fig. 7. Figure
8 depicts a speaker recognition system with an equal
error rate (EER) of 1.2. In contrast, Figure 9 depicts
a multimodal biometric system with signature and
speaker recognition systems. The Equal Error Rate
EER values decreased to 0.2 compared to 1.9 and 1.2
for signature and speaker recognition EERs, indicat-
ing that the multi-modal biometric system performs
better than a uni-modal biometric system.

Table 1 shows the EER values for three recognition
systems.
The characteristics and parameters of individually
simulated and multi-model-based simulation of
biometric systems indicate that the multi-model

Fig. 9: Speech/Signature Recognition System showing
EER

TABLE 1: Voice recognition EERs, signature recogni-
tion EERs, and voice/signature recognition EERs

S# Category EER values
01 Signature data 1.978
02 Voice data 1.220
03 Signature/ voice data 0.39

system is more accurate and reliable than every
individual system. Hence the issues seen in uni-modal
biometric systems may quickly be overcome by
deploying the proposed multimodal biometric system.

In the future, the proposed model will be deployed
in real-time for biometric identification, student verifi-
cation, and employment in the academic environment.
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