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USE OF TETRA-SODIUM ETHYLENE DIAMINE TETRA-ACETATE IN PAD-STEAM
DYEING OF COTTON WITH REACTIVE DYES

Awais Khatri*, Rajiv Padhye**, Max White***
ABSTRACT

Reactive dycing of cotton textiles generates high levels of dissolved solids and oxygen demands in the disposed
effluent due to the use of inorganic salt (sodium chloride or sodium sulphate) and alkali (sodium bicarbonate,
sodium carbonate or sodium hydroxide). Considerable efforts are being undertaken within the textile industry to
reduce effluent loads and to comply with environmental regulations. This paper presents results where the
inorganic salt (sodium chloride) and alkali (sodium bicarbonate or sodium carbonate) are replaced by a
biodegradable organic chemical, tetrasodium ethylene diamine tetra-acetate also known as sodium edate. The
dyeing method selected for the study was pad-steam in which the solution containing the dye, the salt and the
alkali is applied on cotton fabric by impregnating the fabric in the solution following squeezing the fabric to a
designated pick-up of solution and steaming to achieve penetration and fixation of the dye to the fibres within the
fabric. The study showed that the colour yield, dye fixation and ultimate colourfastness achieved by using sodium
edate were closely comparable to those obtained using inorganic salt and alkali. An industrial trial produced the
same findings where the dyeings made with sodium edate produced significant reductions in total dissolved solids,

chemical oxygen demand and biochemical oxygen demand of the effluent.

L. INTRODUCTION

Dyeing cotton with reactive dyes is widely practised
because the covalent bond that is formed between the
fibre and the dye molecules produces excellent
colourfastness to washing. However, all reactive dye
systems require considerable quantities of norgame salt
{sodium chlonde or sodium sulphate) and alkali (sodium
bicarbonate, sodium carbonate or sodium hydroxide) to
ensure efficient utilisation and fixation of reactive dyes
[1-2]. Trrespective of the application method of the
reactive dye, almost all of the salt and alkali is discharged
to cffluent. This creates high levels of dissolved solids
and oxygen demands in the effluent, which is
environmentally undesirable [3-4].There have been a
number of developments for improving the quality of
effluent for reactive dyeing of cotton. Development of
better dye structures and modified dyeing processes
offered considerable reductions in the amount of
inorganic salt [5-8). Cationization of cotton fabri¢ before
reactive dyeing has been revealed to be capable of
climinating the use of inorganic salt, and alkali in some
nstances [9-11]. However, catiomzation is an additional
process step and the practice has yet 1o be adopted by
industry.

Organic salts have been explored and found 1o be
effective alternatives to inorganic salts [ 12-14]. Ahmed
[ 151 has reported a method for exhaust reactive dyeing of
cotton using the organic amine salt, tetrasodium ethylene-
diamine-tetraacetate. also known as sodium edate, us an
alternative to traditional inorganic salt and alkali. This
paper presemts findings of a study of the potential for
sodium edate as more sustainable substitute 10 the
inorganic salt and alkali in pad-steam dyeing of conon
with reactive dyes. In this study, unlike Ahmed's work,
the scoured and bleached fabric was not further boiled
with sodium carbonate and non-ionic detergent before
dyeing.

v CH~— CO.Na
.CH.— N\\

CH.— CO.Na

NaO,C— CH,

ON—H.C”

NaO.C— CH;

Figure 1: tetrasodium salt of ethylene diamine tetra-acetic
acid
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2. EXPERIMENTAL
2.1 MATERIAL

{a) 5 Cotton fabric

A commercially prepared (bleached) 100% cotton woven
fabric (280 g/m’, twill) was used for all dyeings.

The ready-to-dye fabric had an absorbency of 4 sec
(AATCC 79 — 1995), pH of 7.7 and a CIE whiteness
mdex of 84.0.

(h) Dyestuff & chenncals

A difluorochloropyrimidine dye, CI Reactive Red 147,
and o sulphatoethylsulphone dye, CI Reactive Blue 250,
were used. A non-ionic emulsifying detergent (Felosan
RGN-S, CHT) was used for washing-off. The sodium
chloride, sodium  bicarbonate, sodium carbonate and
Sodium edate were analytical grade.

2.2 METHODS

(a) Pad-steam dyeing

Fabric samples were dyed (20 g/l dye and the relevant salt
and alkali or organic amine salt) by padding (two dip-two
nip, BENZ laboratory padder, 70% liquor pick-up). The
padded fabrics were then steamed (wet-temperature of 101 -
102°C. 100% moisture, Mathis laboratory steamer) for 60, 90
and 120 see. For the conventional dyeings, the alkal used
was sodium bicarbonate for the difluorochloropyrimidine
(Red 147)  and  sodium  carbonate  for  the
sulphatoethylsulphone (Blue 250).

(b) Washing-off

The dyed fabrics were rinsed with cold then hot water,
soaped with 2 g/l non-ionic detergent at the boil for IS
min, and then rinsed with hot water until bleeding
stopped. The fabrics were finally rinsed with cold water
and dried,

(¢} Industrial scale dyeing

In order to validate and compare the effectiveness of
sodium cdate under production conditions two 50 m
lengths of bleached cotton woven fabrics (156 g/m?, plain
weave) were dyed (20 g/l of Reactive Red 147) on a
Benninger pad-steam range in an industrial dye-house.
The new dyeing was carried out using sodium edate
(100g/1). The conventional dyeing was carried out with
the mill's standard recipe of 30 g/l sodium chloride and
15 g/l sodium bicarbonate. Commercial grade chemicals

ISSN 1665-8607

were used for the trial. The fabric was padded (70% liguor
pick-up, ambient temperature}. steamed (wet-temperature
of 100-102C, 100% moisture, 60 and 120 sec), washed-
off {see Table 1) and then dried.

Table 1: Washing-off conditions on Benninger Dyeing

Range

Parameters | Washing | Tonk | Tank 3 | Tank | Tank | Took

tank | 2 4 5 O
Temp (o) KK} 30 90 20 90 35
Soaping - . 21

deterge
nt

Flow rte 40 30 30
(litre/min)

*slightly anionic (Perlavin RIS, Dr Petry)
2.3 MEASUREMENTS AND ANALYSIS

(a) Colour yvield and dve fixation

Colour yield (K45 value) was determined using a Datacolor
600 spectrophotometer at the maximum  absorption. The
specific measurement settings were: 30 mm sample aperture,
illuminant D65, UV included, specular component included,
reflectance mode and 1964 (10%) CIE Supplementary Standard
Observer. Colour yield (K/5) was measured as finad A75 value
after washing-off. The approach for determining the extent of
dye fixation using K/8 values, used by other researchers | 16-
19}, was followed. The percentage of reactive dye fixed on the
fabric was measured using the equation;

O = [ (KZ5) 1 (KSS it watinget) | X 100. ()

(b) Colourfastness testing

Fabric samples, dyed and washed-off. were tested Tor
colourfastness to rubbing (AS 200143 — 1995), to
washing (AS 2001.4.15C - 2006) and to light (AS
2001421 — 2006)., For comparing colourfastness
properties, the shade depth of samples dyed using
optimum sodium edate were matched with the samples
dyed using optimum conventional chemicals.

(c) Effluent testing

Sodium edate and conventional dyeing effluent samples
were collected from washing tanks during the mdustrial
production run and tested for pH, TDS (Eutech
Instruments), COD (HACH 8000y and BOD (HACH
10099).

S ————
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3. RESULTS & DISCUSSIONS

As in Ahmed's wark [15], sodium edate acts as an electrolyte
when dissolved in water and can substitute the inorganic salt
for prometing dye exhaustion. Because the amino groups in
sodium edate provide a pH of 10 — 12 when dissolved in
watter, it can also replace the inorganic alkali used to activate
dye-fibre reaction. The dye-fibre reaction between dye
molecules and cellulose using sodium edate 1s believed 1o be
same as using an porganic alkali, ie. a nucleophilic
substitution mechanism in case of difluorochloropyrimidine
dye and nucleophilic addition mechanism in case of
sulphatoethylsulphone dye [1-2].

Following discussion identifies  the optimum  chemical
concentrations for conventional pud-steam dyeing. Then 1t
presents the effect of sodinm edate concentration and steaming
ume on results of pad-steam dyeing of cotton with reactive
dyes. The optimum results are compared with the optimum
conventional  pad-steam  dyeing. The discussion concludes
with results of an industrial trial with its effluent analysis.

31 OPTIMUM CONCENTRATIONS FOR
CONVENTIONAL PAD-STEAM DYEING

Optimum colour yield and dye fixation were obtaned
with 50 g/l sodium chloride and 15 g/l sodium bicarbonate
for C1 Reactive Red 147 and 15 g/l sodium carbonate for
CI Reactive Blue 250 at 60 sec steaming (Fig. 1).

—a— Cl Fonctive Rad 147
——— O Faactive Bluo 250

P IS S
o 10 20 a0 40 50 6o

Sodium chiloride concentration, g/t

10 15 20 25
Inorganic alkali concentration, g/

Figure 1: Effect of inorgamc salt and alkali
concentrations on pad-steam dyeing results

ISSN 1665-8607

3.2 EFFECT OF SODIUM EDATE CONCENTRATION

Figure. 2 shows that both colour vield and dye fixation
increased then decreased with increasing concentration of
sodium edate. The optimum result is obtained at about 100 g/I
of sodium edate. The optimum concentration of sodium edate
was higher than that of inorganic chemicals in conventional
dyeing. This is because the agueous jonic strength of each of
the organmic salts 1s lower than that of sodium chlonide and
sodium bicarbonate / sodium carbonate together; thus, more
organic amine salt is needed to achieve the required

electrolytic effect for dye somption [20-21],

-

a——-"“/"—.\‘

~—d—Cl Rractvo Red 147
—o-— Cl Reacive Blue 250

C=NUD2LONDO

50 74 100 125 150
Sodlum edate concentration, g/

85878 ¢8

50 75 100 125 150
Sadium odate concantration, g

Figure 2: Effect of sodium edate concentration on colour
yield and dye fixaton at 60 sec steaming

3.3 EFFECT OF STEAMING TIME

Steaming of the fabric padded with reactive dye expedites dye-
fibre reaction and promotes dye penetration into the fibre in
presence of an electrolyte [22]. The steaming conditions in
conventional pad-steam  dyeing are always fixed, ie
temperature of 102 — [(4°C and 100% moisture. Therefore,
the key process parameter is steaming time. To study the effect
of steaming time, the range of up 10 120 see was selected,
which is the maximum time for the industrial pad-steam
dyeing machines. The effect of steaming time on colour yield
and dye fixation with the optimum concentration of sodium
edate 1s given in Fig. 3. The figure shows that colour yield and
dye fixation continued 1o increase with stearmng time,

e —
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Steaming time to maximum yield and fixanon was not
determined  because the tme exceeds standard industry

practice.

14 .
12 i
10 /
‘]
Ks |
B A
4 l == > -
i —a— Cl Reactive Rad 147
21 —a— Cl Reactive Blue 250
0+ e e
60 90 120
Steaming time, sec
80 .

20 | — -
60 80 120
Steaming time, sec
Figure 3: Effect of steaming time on colour yield and dye
fixation with optimum concentration of
sodium edate

4. COMPARISON BETWEEN SODIUM EDATE
AND CONVENTIONAL DYEINGS

(a) Colowr vield and dye fixation

The colour yicld and the dye fixation of dyed fabric using
optimum sodium edate and inorganic chemicals were
compared and analysed at 60 and 120 sec steaming.
Figure. 4 shows that the vield and fixation results for the
sodium edate and conventional dyeings were significantly
comparable. Use of sodium edate resulted better at 120
sec steaming where colour yield and dye fixation were
effectively identical to those obtained in conventional
dyeings.

ISSN 1665-8607

12 ‘ 0 horganic chemicals
10 = Sodim edate

null

60 nac 120 sec GO soc 120 noc

o N &

Ci FRmactive Red 147 | Cl Feactive Blue 250

o
70
80 -
50
% 40 |
30
20

10

0 L ! -
60 sec !120sec B0sec | 120sec

Cl Reactive Red 147 | Cl Reactve Blue 250

'

Figure 4: Colour yield and dye fixation of optimum
sodium edate and conventional dyeings

(b) Colourfasmess

As shown i Table 2, the colourfastness o rubbing, washing
and light of the sodium edate dyeings are generally good to
excellent and similar to that of the conventional dyeings. This
encourages the use of sodium edate for successful pad-steam
dyeing of cotton with reactive dyes.

Table 2: Colourfastness of dyed cotton fabrics using
optimum chemical concentrations

Wi g Lawmrs Wintiiag fastiews | gt
1 Cory b Nk (e y ke futtiing ) trwes
Dy Diyeing Chsnge By
Stusing
Py War m wenl
Lo Wil
T lhntar
g : s s 3
01 Reatlve Cormirong 45 K ‘3 43
1
Rod |6 Svdatiialer s 3 43 4 5
-5 48 ) }
€1 Rewtive Commpteansd ¢ ‘. 4
2
i3 oM e as ‘ &5 &5 4

All adjacent white fibres, secondary cellulose acetute. cotton,
polyacrylonitrile, polyester, polyamide and wool, had same
value (4-5),
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5. INDUSTRIAL DYEING RESULTS

Figure. 5 shows the colour yield and fixation obtained
with sodium edate were closely equivalent to those
obtained with sodium chloride and sodium bicarbonate at
120 sec steaming. The colour yield and fixation achieved
under production conditions were higher than those
obtained on laboratory scale because the fabric used for
production had o lower mass per unit area.

O horganic chemicals
= Sodium edats

60 sec 120 sec

Cl Reactive Red 147 [

&0 sec 120 sec

Cl Reaclive Red 147

Figure 5: Colour yield and dye fixation of optimum
sodium edate and conventional dyeings at
production scale

fa) Effluent analyyis

The results are shown in Table 3. It can be seen that
sodium edate provided a 30% reduction in 7DS and
significantly lower levels of COD and BOD in the
effluent. These results are highly encouraging because the
higher cost of sodium edate relative (0 inorganic
chemicals may be offset, in whole or part, by the costs of
effluent purification or by load-based penaltics on more
polluted effluent.

ISSN 16658607

Table 3: Effluent test results

Effluent sample pit DS cop Gon
(ppn) (ppm) (ppm)
Conventional dycing 8 1000 82 28
Sodim cdine dyeing 8 TO0 & 6
6. CONCLUSIONS

This investigation has shown that tetrasodium  ethylene
diamine tetra-acetate can be used for pad-steam dyeing of
cotton with reactive dyes 1o improve the quality of dyeing
effluent. Colour yield, dye fixation and colourfastness resulls
of sodium edate dyeing are equivalent to those of conventional
dyeings. On one hand the proposed dyeing using sodium edate
is comparatively more expensive but on other hand the
effluent characteristics. when wsing  sodium  edate, are
markedly improved. Thus, it is suggested that refinements to
the use of organic amine salts may lead 1o opportunities o
further reductions in effluent loads from cotton dye-houses.
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COMPUTER SIMULATION OF A 3-¢ SQUIRREL-CAGE INDUCTION MOTOR BY
USING VISUAL BASIC 6.0

DR. NIAZ AHMED MEMON"
ABSTRACT

Computer Simulation is a well-known technique of understanding, testing as well as developing real systems in
Engineering and Science. The author has been working on this since 1990-91. Initially, senior members of the
research group at the University of Sussex UK did Computer Simulation of a single-phase squirrel-cage induction
motor by using FORTRAN 77 as a programming tool [09]. The author accepted the challenge for an interactive
simulation of a 3-¢ squirrel-cage induction motor to cope with the so demanding investigations of systems using 3-
 squirrel-cage induction motors. Thorough investigation of the programming languages available was carried
out at that time and ultimately Microsoft QBASIC 4.5 was chosen to perform the task. That was later on
presented [1] for understanding trends and various operational modes of a thyristor fed, phase controlled
induction motor (three-wire) model [2].

In this paper, Computer Simulation of the same model [2] is presented in Microsoft Visual Basic 6.0 by taking
advantage of the tremendous growth of the Computer Programming Languages. This simulation extends the
author’s resenrch work by utilizing the effectiveness of Microsoft Visual Basic 6.0 for its visual as well as graphical

representation. This drifts up the researchers for a wider range of investigations and analysis options for research

and development in the field.

L INTRODUCTION

Microsoft Visual Basic 6.0 offers great visual as well as
graphical representation which has been effectively utilized for
the computer simulation of an induction motor model 2],
previously performed by the author in the Microsoft QuickBasic
45 (1] This is presented for a thyristor fed, phase contolled
induction motor (three-wire) system. The simulation performed
offers o highly effective solution for investigations and analysis
of a vanable voltage phase-controlled induction motor system by
using inherent features of Visual Basic 6.0.

Complete study and graphical representation snap shots
are presented. Simulation: results presented deliberate their
comectness while compared with the previous simulation
results.

1.1 BACKGROUND

Madeling and simulation is becoming an important tool in
solving und understanding  numerous and  diverse
problems [10, and 11]. Computer programming and its
versatility has given it a new trend especially when

the computer simulation of real systems is concerned.
This is proved as a comprehensive result of the computer
simulations carried out by the author. It is a continuous
process. This is clearly shown that the simulation in
Microsoft Visual Basic 6.0 1s more effective as compared
1o the one in FORTRAN 77 and e¢ven the one in Microsaft
QBasic 4.5 [1]. This simulation is based on d-q axes
model of 3- squirrel-cage induction motor which s
widespread | 1, 2, 6, and 07] for the machine analysis,

2. INDUCTION MOTOR MODEL ILLUSTRATION

Keeping in view the fact that; the squirrel cage induction motor
inherently being less expensive and robust is extensively used in
a vanety of systems for various applications [3, 4, 08 and 12
Thynstor, phase controlled induction motor system shown in
figure -1 is simulated. In which voltage is applied to the motor
stator windings by using back-to-back connected thyristors as
controlled switches in series with the stator.

*Chairman, Department of Computer System and Information Technology, QUEST, Nawab Shah.

e ———————————— e ——————————
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Computer simulation of a 3~ squirrel-cage induction motor by using visual basic 6.0

Figure 1: Induction Motor System

An equivalent scheme Figure-2 replaces thyristor
pairs with switches Sy, S5, S; n series with the 3-¢p supply
voltages at &, dn, ¢, and a three-phase star-connected
motor stator with phases as. bs. cs respectively.

Logi 1 (Tose oot or
Corvucting
Loge 0 (Opent cct) or
Ner Condtucing
I
: |+
L8 L {
P ¢
i H [} V..
(%) B
- ]\ Lk s
() 7% ! sfs]l e
— — ! l Iv
- NG . L'Ll B
R ™~

Figure 2: Stator Circuit with Switches
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LI MATHEMATICAL REPRESENTATION

Chattopadhyay A [2] suggests d-q axes for phase control
configuration for computer simulation of the squirrel-cage
induction motor model. This along with generalized motor
performance equations and their transformation to d-g
axes representation and vice versa [5), for calculating
instantancous  real values of the nduction  motor
operational parameters is used as a base in the simulation

Five operational modes are worked out for a $ystem
figure-2, given as:

—_——

Meke| 8 | 5| 5|5 | wa o | o< | L | & | &

(I 0 A I A (T T Continctiug | Non-Zcvo| e Zerw) Now Zev

" o 1 tl1 Upes O ol Ii Levw N Zovw Naw Lorg

Mllll(‘ﬁme Naw Lovw  Leve | Now Lory

\ s |0 olo Opem Opew Oy 2w | B

)

During the analysis of this system, core losses, space
harmonics and magnetic saturation are neglected.

Generahized set of equations [2, 5] are given below,
Putting an appropriate state of the switches can drive
equations for an individual mode of operation

b HE ek, ==y (ke
w—ht 'Xx .v‘—Ru "

Where v; is generalized voltage vector and Y ‘-" is an

inverse generalized reactance mamnx, and are wntien in
terms of the logic vanables S, §.. Sy, and $ as below,

s | Si=S, M =S\ - Sp¥, ]
v i (|+SE+S,)
b 3
5:7; (5,05, = §, W, = 5,045 3, +5,045, 3.}
0
L o -
=) l
and X ' - - x
xx, —8%,
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Computer simulation of a 3-¢p squirrel-cage induction motor by using visual basic 6.0

\ -s,.s'.u-x)"; 0 -S(5.5, 03)"7’ 5455 ? T
) il
0 " .\“S, -S,)% X '|S| +5, flﬂ‘,s.)-.‘:

S ASEISEE 0 g -ls +8 0 25 ~As S P s,ls-s.)—ﬁi
4 NS X, dr,

Nt

ds,

0 %o 508, -5

o k't E
5= bn"'sxsl)':‘:‘ ]

and § in terms of the logic variables §; §» and S5, is given
a §=57+5,+5(S +8,-255,)

Equations for any of the five operational modes
~ can be obtained from the geéneralized form by substituting
the appropriate values of §; S, and S3 Where as the
electromagnetic torque in terms of d-g variables, and Per
unit rate of change of synchronous speed are calculated
as;

TL’ =X, (iqj i:tr o 'dvlq' ) (o]
pn = Tr e TL (A)]
2H

@ s the per-unit rotational angular speed and is equal to

]
—% _where @, is the base angular speed (27{ ) and
,

@, is the rotating angle speed /., I, ., &, ,and i, are
the respective d-q axes stator and rotor currents, 0 is the

d
operator 7 Equations above are used to compute the
ut

performance of Induction Motor
3. SIMULATION DETAILS

Input / motor parameters [1, 2, 09].;

Stator and rotor resistance and reactance (R, R, and X,
AL AL are;

RS .05

| —

l\', o T
xo =X
Ko vaen
Inettia (H = 0.2200),

ISSN 1665-8607
Number of pole pairs (P),
Supply frequency (FS),
Load torque (7L),
Integration step time duration ( TINCRT),
Data display time length (JFRINC),

Time to apply the load torque (7LS5),

Type of operation 1.¢., direct-on-line operation (DOL = 1),
First firing time (TFFP),

Width of notch ( ) i.e., thyristor hold-off time,

Motor speed (WPLU),

Time and total duration to store the data into appropnate
files on a disk (7D7 and TDATA),

08— -
cral \ e
04 /1 ‘ ‘
/| )
0z / ' \ / 1
‘v] / '||‘ /
of | x \ /
{4 ! \h—.h \ ’,"
02 / | ' "\‘ | /a'
il . ' ’
D4 - N \'J | /
/
Yhas oo oo o w078 ) o8

Figure 3: Definition of Various Terms on VI

Time range for graphical display (TRANGE), and
maximum simulation run time (TMAX)

I he simulation program run for a 3-¢p, 415 V, 50 HZ, 4.1
A, 2.5 hp, squirrel cage induction motor with the basic per
unit values as mentioned above,

The program flow chart is given below in Figure 4.
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Computer simulation of a 3-¢ squirrel-cage induction motor by using visual basic 6.0

E
£
i

E
5
i

Calcnlate Torque, Speed I

Calcntate 3-Phass Voltages |

Cakulate motor Back emf

lmamsnmm

and Open the Switches
and Display Swich States

T = COUNIER fones the TINCRT

Figure 4: Main Program Flowchart
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Load Ficet Firing

Open fllon 1o stores dui, ¥ roquired

Check memzal input kevs

Cakuksr Firing Tines Duzing ‘

Cloee All the Switchea

i
E
d

il
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Computer simulation of a 3-4p squirrel-cage induction motor by using visual basic 6.0

The program is fully interactive, specifically utilizing the
visual as well as graphical features of VB 6.0.

31 SIMULATION RESULTS

Investigation of direct-on-line start (ie., §; = 5:=§;=§ =
| figure-5) as well as setting up the soft start figure-6 is an
interesting feature of the author’s computer simulation [1].
This can now be studied and researched more effectively
with this new simulation in VB 6.0 Visualization feature
and real time graphical representation of the transient
behavior of the simulated system that cases in developing
the required application oriented systems.

B,
Il i .\‘ 'WI\P‘W

e Ve

Zposd

83 04 us o8 S 12
Thmw (Sesa)

Figure 5: Dol. Motor Torque, and Speed [1].

- —

LR 4

ont

|
N\
te; —
03 ANV ‘,‘|‘|~.'.\_».,~.-.A¢'.;
02
1 Po— -
W
oY N - Torgue
1 A Speed
{Ise - -
b 0z 04 on o8 1 12 14
Time (Secs)

Figure 6: Motor Torque, and Speed, during soft start [1].

Figures below compare the Motor terminal voltages
and currents at a certain rate of ¥ (gamma). Figure -7
s the simulation already presented In Microsoft
QBASIC 4.5 [1] for comparison and measurement of

ISSN 1665-8607

the exactness of new simulation. Where as Figure -8
shows the new simulation results in Visual Basic 6.0.

1 ; :
08 5 B
e e
05k ‘l‘hu’ N/
ot T 0.08 007 oo oo 01
Time (secs)
1 -
gus /4 TR | /u\ ‘.\ /1[ Y
-------- O At ey S
\ /
[ .o(5|n»// \ h./ \]\L
T4 008 008 aor 008 YY) 01
Time (secs)
1 T
005’ /J\\ /1)-\\\ Jf
. | e o
PO W e
a NI/ W/ IL/
tos 008 008 007 08 om 01
Time (secs)
Vg
o Ouarent

Figure 7: Three Phase Voltages and Currents ( =30°,
Per Unit Speed = .97) [1].
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1 \

’ ! Ad y (-
R A T
SR K W RN M R N e A
nE ME HA KR (T M BT L il EE U M iR I X
w-:zox'nwu--tgnu‘mr-g
Y WA GE AE 3 W & Imio im e R
-w-o;-unnn:-mwugun-
e oA oeE e fR l2om e e T
TR At MmO AR LR S e A
WM RS 4 (DM W I e EN T R KR 34
WM AT AR ENE W R R A A e

LS = e | e

Figure 8: Three Phase Voltages and Currents ( y =30",
Per Unit Speed = .97)

4. CONCLUSIONS

Conclusively, computer simulation based research and
development 1s o continuous process. Development of the
programming paradigms gives 11 a new shape each time:
That 1s accordingly incorporated for a thyristor fed, phase
comtrofled 3-tp squirrel-cage induction motor based system
for a variety of applications as a competitor for an
expensive system based on DC motors. Simulation results
of the Visual Basic 6.0 model have been wsccordingly
tested for various operational modes of the simulated
system and exactness of this new simulation has been
verified. 3-p Voltage and Current waveforms have been
presented in this paper.
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NUMERICAL SOLUTION OF SINGULAR TWO-POINT BOUNDARY VALUE
PROBLEMS USING GALERKIN'S FINITE ELEMENT METHOD

SHAUKAT IQBAL®, NISAR AHMED MEMON**

ABSTRACT

Galerkin's finite clement method is presented for numerical solution of singular two-point boundary value
problems (BVPs) for certain ordinary differential equation having singular coefficients. These problems arise
while reducing partial differential equations to ordinary differential equations by physical symmetry. The
numerical results show the capability of Galerkin®s finite element method, to remove the difficulty of convergence
due to singularity for singular BVPs. Some examples are given to demonstrate the effectiveness of the method and
comparison of the numerical results made with the exact solutions.

Keywords: Galerkin Method, Finite Element Method, Ordinary Differential Equations, Singular Points, Boundary Value

Problems.

1. INTRODUCTION

Galerkin's Finite Element Method (FEM) is one of the
computational techniques for oblaining  approximate
solutions o many complicated problems that would be
intractable by other techniques [1, 2] The method
involves dividing the domain of solution mto a finite
number of simple sub-domains, the finite elements. Tt is a
well established numerical technigue. In this paper, the
method of weighted residual in Galerkin's finite clement
formulation is used for obtaining smooth dpproximations
to the solution of a system of second-order singular two-
point boundary value problems (BVPs) of the type:

y l
Y=y () + gy = fx), (1)
X
subject to the boundary conditions
va)=a, and y(h)=a, (2)

where ¢(x) and f(x) are continuous functions on
(0,1] and ¢z, , ¢, are real constants. These problems

(1)=(2) are generally encountered in many areas of science

and engineering e.g., i the fields of fluid mechanics,
clasticity, reaction-diffusion  processes,  chemeal
kinetics and other branches of spplicd mathematics |3]
Numerical solutions of these problems are of great
importance due 1o its wide application in scientihe
research. Singular BVPS have been studied by several
researchers. Convergence difficulties have been faced
due to the singularity at X =0 on the left side ol the
differential equation (1). Attempts by many researchers
for the removal of singularity are based on using the
seties expansion procedures. in the neighborhood

(0. 5) of Singularity ( O is vicinity of the singularity)
and then solve the regular boundary vilue problem
the interval ((Y.l)using any numerical method
Kamel Al-Khaled [4] used the Sine-Galerkin method
and homotopy-perturbation method (HPM) to search
for approximate solutions of a certain class of singular

two-point BVPs. Junfeng Lu [5] used  variational
iteration method (VIM) to solve two-paint BVPs

* Theoretical Plasma Physics Division, Pakistan Institute of Nuclear Science and Technology,

P. O Nilore, Islamabad, Pakistan.

**Ph.D Scholar, Faculty of Computer Science and Engineering, Ghulam Ishag Khan Institute ol Engineering,

Sciences and Technology, Paksitan
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element method

AbuZaid et al [6] provided a finite difference
approximation (o the solution of the above problems. A
methid based on cubic splines for solving a class of
singular two-point BVPs was presented by Ravi Kunth
and Reddy (7). Recently, Bataineh [8] extended
application of the modified homotopy analysis method for
singular two-point boundary value problems and Rawvi
Kanth (9] demonstrates the differential transform method
for the solution the same problems. The existence of a
umique solution of (1)-2) was discussed in [6, 10].

The aim of this paper is to introduce a numerical
technique as an alternative to the existing numerical
methods to remove the difficulty of convergence due to
singularity at X =0 in solving singular two-point BVPs
and solutions are computed in the entire domain, Once the
solution has been computed, the information required for
FEM interpolation between mesh points is available for
the entire solution domain. This is particularly important
when the solution of the boundary-value problem is
required at different locations in the solution interval

[a.b] .

The paper is organized as follows. In Section 2, the
Galerkin's finite element formulation is formulated using
linear Lagrunge polynomial. Comparison with exact
solutions and  discussion regarding results of three
examples is given in Section 3 and 4.

2. GALERKIN'S FINITE ELEMENT
FORMULATION

The Galerkin's method [ 1. 2, and 12] in the finite element
context requires that we choose o suitable trial or basis
function that is applied locally over a typical finite
element in the complete X domain. Let us denote this
trial function by ¥ . In this case it is necessary to satisfy
inter-element compatibility with respect to displacements.
In other words the trial function is C? -continuous. Each
element has two nodes. We interpolate the function at

cach node of the clement. This requires one unknown
parameters at each node of the element. Let the unknown

wial function ¥ = @, + a,x for any arbitrary element of
the discretized region. Rather than formulating  the
problem in terms of arbitrary constants @, and @, . we

prefer 1o express the linear trial function in terms of values

ISSN 1665-8607

of the dependent functions at nodes i and j(the

convention used by Zienkiewicz, Stasa and Shaukat Igbal
etal [1.2and 12]).

y(x)=Ny, + Ny, (3)
S»(x):[N]{y} (4)
Here {y}T =[_v, }’,] and INI=[N, N:] are the
matrices of interpolation functions and

Ny=x,—xlx,—% & Ny=x-x1x,—x, the
trinl function constants now are the nodal variables of the
dependent variable V.

Now, the goverming differential equation (1) can be
wrilten as:

d dy = e
= (x dt)+xq(x).\ =xf(x) (5

Galerkin's finite element formulation as given in |1, 2,
and 12]. is wsed for our particular problem and after
substituting the trial functions, the equation (3) can be

written in discretized form as:

i’ |: -f;[ I W Y di— J‘mq(.r)_ivtﬁ I,mf (.r)dx]=0 (6)
[ x X

X

where "¢’ represents the element and 'n'" represents the
total number of elements in the discretized region. Writing
equation (6). in matrix form, we obtamn:

i[ ([N [Ny} s J.w<.\~)lu1'|~|{,\-}axJ

e~ X, (7'

=[NJ' nl: —z": [+[N]" (e

| ~l X

The equations for the elements must combine in such o
manner that only the boundary terms for clement nodes on
the region 'boundary will contribute; all other terms for
interior nodes will be zero. This implies that the boundary
terms for elements at common interior nodes cancel cach
other. Therefore, equation (7) in matrix notation can be
written as:

[KH{y}={F}+{Q] ®

———————————— e ————
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clement method

where K is a stiffness matrix, F is a force vector and Q isa
vector regarding boundary conditions.

3 NUMERICAL RESULTS AND DISCUSSIONS

In this section, we illustrate the numerical scheme by three
singular two-point boundary value problems, which have
been discussed in literature [4, 5,8, 9 and 1 1].

Example 1.

First we consider the following singular two-point
boundary value problem [8, 9 and 11]:

v'(x) +l vi(x)+ v(x)= f(x) (9
X

where

]'(.\‘)=4-9.\'+.\‘:—.\" D<x =1, (10)

subject 1o the boundary conditions

vi0)=0 and y(1)=0. (1
Equation (15) can be formed as:

dy
—(X==) 4 XY~ 0. (12
(L\(rtl\) el ;

The exact solution of (9) subject to (11) in this case
is v(x)= x =2 Now, applying the procedure given in
section 2, we will get:

ls'.\'_\"’l:"‘ - j.m‘ Vv + I.m:\'rl\'— Int\'(ut-‘).r b = )de=0 (13)

N X X

Example 2,
Consider the following singular two-point boundary value
problem [3, 8 and 9}

y”(x)+—l- vy (x)+ y(x) = f(x) (14)
3"
where
f( \-)=i+i O<x <1 (15)
4016 —

subject to the boundary conditions

y(0)=1 and y(1)=17/16. (16)

ISSN 1665-8607

Equation (14) can be formed as:
—(\—)+ av=xf(x)=0. (17
dx

The exact solution of (14) subject o (16) in this case is

X
y(.\')=l+-l-6-. Now, applying the procedure given in

section 2, we will get:

w:tj"l':" - I.m/ Vdxv+ I.m-;\'dr— Iw.t(§+£klr =0 (I8)
Tox X X 16
Example 3.

Finally we consider the following singular two-point
boundary value problem [4. 8 and 9]

(1‘%)_»” (x) +:;‘(%‘ l))"(,v>+(§- Dy =f(x) (19

where

f(x)= S—ﬂ 13_;. L—%— O<x <, (20

subject to the boundary conditions
v0)=0 and v(l)=0. (21

Equation (19) can be formed as:
:LI [("\—r )-——]+(l— x)-—+( F=29)y=-2(x)=0. (22)

The exact solution of (19) subject to (21) in this case
is y(x) = X°—=x". Now. applying the procedure given in

section 2, we get;
W2i—x" )\’I —I«Zs ¥’ m’nlnj(l Iy m-fn =24 ods

—I»ntlo—Z‘hH.'{rd\ —x'Mi=0 (23)
¥
The numerical results lor examples 1, 2 & 3 are shown in
Tables 1, 2 & 3 for 40 clements (h=1/40). The
computed solutions compare very well with the exact
solutions at various values of X . The numerical results
presented in tables 1. 2 & 3 clearly show the existence ol
the solution at singular pomnts. which reflects the potential
of the Galerkin’s finite eclement method. Due to the

singularity at Xx=0 n the given examples, people

e —
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~ neglect the effect of singularity on the solution and makes
calculations in the immediate neighborhood of the
singular point. Convergence difficulties faced by other
‘numerical methods have been removed by formulating the
singular BVPs by Galerkin's finite element method. These
examples have been considered by Cui Geng |11}
Junfeng [5] and Al-Khaled [4]. Figure. | shows the
convergence of the maximum error for three examples
with the decrease in the siep size (decrease in element
size) or increase in the number of elements. Results
andicate the formulation is accurately approximating the
solution,

- 4. CONCLUSIONS

Solutions of singular two-point boundary value problems
have been investigated for certwin ordinary  differential
equation having singular coefficients using Galerkin’s finite
element formulation. This method enables us to approximate
the solution at every point of the domain of the problem.
Convergence difficulties fuced by other numerical methods
due 1o singularity have been removed by formulating the
singular BVPs by Galerkin’s finite element method. The
results obtained are very encournging and FEM performs
better than other exisung numerical methods. Examples
demonstrate that the numerical results of the finite element
method are  penerally  very accurate and in excellent
agreement with the exaet solution. The numerical results
which are presented in Tables reinforce the conclusions made
by many researches that the efficiency of the finite element
method gives it much wider apphcability.
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clement method

Table 1: Numerical Results for 40 elements of Example | Table 3: Numerical Results for 40 elements of Example 3

(h=1/40) (h=1/40)
. FEM Bxisct tide X FEM Exact Erme
0] 1] 0 0
0.0
o 0 o 0 5073363 S O00E TIIES
ol 9167263 9.0000E 3 1671984 02 3.2003E-2 3200012 6 30IBE-3
02 3217562 3. 2000E-2 1. 7S22E4 03 6.3052E-2 0300E-2 S2I29E-S
1 U G042E-2 0. GO00E-2 1 1538E-
03 6316562 6.3000E-2 1 6526E-4 2 i i
A 05 1 250361 1 2500F-1 I1733ES
0614852 0.6000E-2 1 4762E4
06 1440261 T A300E- 1 3302363
0s
1.2513E- 2500E-1 2SRIEA
Ll L2308 Sl 0.7 1 4T02E-1 TAT00E-1 15174E-5
0.0
1 A410E-1 1 A400E-1 1.0162E-4 08 12801 -1 1 2800E-1 RO319E0
07 | AT08E- | 1 A700E-1 7.6175E-5 09 8.1003E-2 S1000E-2 34R07E-6
03 1 2805E- 1 1 2R00E-1 §.0320E-5 W " # "
0.9 )
£.1025E-2 K 1000E-2 24734E-5
1 ° g 6

Table 2: Numerical Results for 40 elements of Example 2

(h=1/40)
" FEM Exuct Brror
il 10 1o 0
011 1. 000626 1.000625 LIOT4E-G
02 1002501 1.002500 1.2826E-0
03 1005626 1005625 1.3221E6
04 101000128 101 1.2827E-G
05 101562615 1015625 1.1826E-6
06 1.022501 1.022500 1O3ORE-D
07 10306258 1.0306250 8327687
08 1 4000059 10400000 59203E-7
09 105062531 1 05062500 3139567
10 10625 10625 ¢

———————————————————————
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element method

log10({max(Error))

log2(x)

Figure 1: Error convergence with
decreasing step size or
increasing
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USE OF SPATIO-TEMPORAL ASSOCIATION RULE MINING FOR HAZARD
MITIGATION

ABDUL FATTAH CHANDIO*, AKRAM SHAIKH** ATTAULLAH KHAWAJA#**

ABSTRACT

This paper presents spatio-temporal based association rule mining approach for hazard mitigation. The main aim
of this rescarch is to formulate mechanism that can predict the occurrence of hazards. In this paper authors used
association rule mining technique for prediction of hazards. In this research history of hazards that collected with
reference of time and space is used. The Apriori algorithm based association rule mining is used for prediction of
rules that may be used for hazard mitigation, These Al based rules potentially can be helpful to mitigate the

catastrophic effects caused by natural hazards.

Key Words: Hazard Mitigation, Association Rule Mining, Spatio- Temporal Data Mining,

1. INTRODUCTION

Hazard mitigation is the most mmportant and  most
attention required subject of these days, especially in the
case of thickly populous countries like Pakistan, China or
India. In these countries thousands of people are affected
by various types of natural hazards annually. The most of
fatalities in Pakistan regarding natural hazards are done
because of lack technology and shortage education
towards the nwareness these hazards. The main theme of
this research is the use of spatiotemporal data mining
techniques to hazard mitigations and providing the future
guidelines of developing hazard mitigation system.
Spatio-temporal applications have been increased in the
last decade | 1]. In spatio-temporal applications objects ure
related with each other in complex manner. The spatio-
temporal databases provides platform for generation of
new set of rules that may encompasses changes {21, Data
mining techniques are typically used for wentification of
unknown patterns that are embedded inside that dat and
useful for future strategy.,

2. SPATIAL ASSOCIATION RULES
For this research, association rule mining can be used

because to detect unknown relationships between different
entities. Spatial association rules are those rules showing

certain relationships among different geographical and
non-geographical attributes  which are  spatinlly  and
temporally  associated  with  each  other.  These
objects/attribute are indicated as predicates |3, 4, 5]
Spatial association rule mining is a main derivative of the
spatial data mining [7].

Spatial Association rule mining 15 of 'IF X THEN Y’
formut of rules. Here in this research rules are generated
in the format of if X then Y followed by (Cover% Conf'%
Cover Count Sup Count Sup%.) defined in section 6.

3. SPATIO- TEMPORAL HAZARD
ASSOCIATION RULE MINING

Here in this research database used for datn mining is
applied is arranged in a concept of  hierarchical
classification.  Association rule mimng of data that
arranged in such concept is known as multiple level
association rule mining [6,1]. The spatio-temporal process
1s used to show the response of particular event occurred
on a geographical location during certamn time interval.
Objects can be described by spatial attributes, non-spatial
attributes and their relationships with other objecty and
others indices [8). It is evident from literature it 1s found
that most of researchers faced problems while applying

*Department ol Eleetronics Engineering QUEST Nawabshal  fattabchundio @yahoo.com,
**Department of Computer Sciences MUET Jamshoro  ahramshaikh@hotmail.com

***Department of Electronics Engineering NED Karuchi  atta_khawaja@ vahoo.com
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association rule mining over spatio-temporal data, which
contains geographical maps, raster and vector shapes [9].
The use¢ of association rule mining over spatio-temporal
data means to dig out certain valuable unknown patterns
from spatio-temporal data which are embedded inside. In
this rescarch this problem has been addressed by
converting geographical data into table format and then
processed for association rule mining. In this research the
data selected for spatio temporal hazard rule mining is
flood hazard data related to Pakistan.

Floods m Paksstan 1988-2000

4. FLOOD IN PAKISTAN

Pakistan is one of most severely affected country of
flood hazards, 139 floods has been recorded in
different cities as shown in Figure-1. These floods
resulted thousands of life losses and millions of
displacements plus billions of revenue losses. The
flood hazard study area is comprised of all portions
of Pakistan that were actively affected from flood
hazards.
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Figure 1:  Floods in Pakistan 1988-2006 (name of cities)

LA B AW AL T INIVEDSITY RECEARCH INHENAL NE ENCINEERING SOTENCE & TECHNOL NGV VAT TIME G NG 1 TARLTTINE 2010 271



Use of spatio-temporal association rule mining for hazard mitigation ISSN 1665-8607

The objectives of Association rule mining applied in this population, effected area, names of places and the date of
research is to dig out the patterns inside hazards databise events. Note that the data about casualties were not
which contains data related to death toll of social available specifically so casualty indexes are added

fictitiously. Figure-2 Floods in Pakistan 1988-2006 date
WIse events
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Figure 2: Floods in Pakistan 1988-2006 date wise events

As it is mentioned above that it is very much complicated
to process association rule mining over spatio-temporal
data. Here GIS is used to preprocess spatio-temporal data
and convert it into tabular format which can be accessed
by association rule mining techniques. For association rule
mining the Apriori based data mining software [9] 1s used
in which the spatial data is used in tabular format.

#
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“Table 1: History of floods in Pakistan 1988-2006

ISSN 1665-8607

L Affected
S Region {
| Name of cities year month Began Ended Dead d 50 km) latitude longitude
| Bahawalpur 1688 sept 09/21/88 10/08/88 low 152 6,880 26,3900 71 8700
| Gujrat 1983 sept 09/21/88 | 10/0B/B8 | jou 122 480 32.5600 | 74.0600
: 1988 sept 05/21/88 10/08/88 | high 2 1,220 31,5710 74.3120
! ’m 1888 sept 09/21/88 10/08/88 medium 3 125 42,1000 74.8830
; 1988 sept 09/21/88 | 10/08/88 | high 2 1,235 325000 | 745170
Wazirabad 1088 sept 09/21/88 | 10/08/88 | 0w 54 433500 | 324500 | 741170
| Gujranwala 1588 sept oarz2v/8a 10/08/88 | high 123 480 a2 1500 74.1800
' ‘Mottan 1988 sept 09/21/88 | 10/08/88 | high 21 1,430 30.18%0 | 71.48%0
' Shahdara 1988 sopt 09/21/88 10/08/88 noae 32 1,232 31.6300 74.3100
| Bhaskar District 1680 july 0710/90 | 07/12/80 | jou 21 123 31.8330 | 71.0870
| Crarsadda 1951 jun 06/11/91 | 08/12/91 | none 21 212 341400 | 71,7300
- 1991 jun 0611/81 | 08/12/91 | high 12 121 34.0170 | 71.9800
| Peshawar 1691 Jun 08/11/91 | 061291 | negum | 21 1.255 340170 | 71.5500
'| Karachi 1992 aug OBNO/9Z | 08/15/92 | none 21 100 24.8670 | 67.0500
8134199
i st 1993 July 7/8/93 3 i 1153 1,021 30,0000 | 73.2500
8/13/199
—_— 1993 July 7/8/93 3 s | 5 1,220 314170 | 73.0800
813199 | .
1993 july 7/8/93 3 high . 433500 | 321500 | 74,1800
813168 7
1093 july 7/8/93 = nigh i 22332 315000 | 722200
‘ 8/13/199
: 1993 july 71883 3 high i 5,880 311170 | 74.4500
13199
™ ) 1943 july 718093 5 12 3213 30,3000 | 71.9330
' [RECE
; 1993 July 7/8/93 > high St 460 315710 | 74.3130
813189
\ 1993 july 7/8/93 3 high 219 122 205330 | 71.83%0
813199
! 1993 July 7/8093 3 high i 1,232 30.1830 | 71.4830
28-Jun-
2006 July 05 TRIOR: | gt g e 359170 | 743000

13-Jul-06

33.0000
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5. RULES AND DISCUSSIONS

Form Table-! showing the history of fMoods occurred in
Pakistan 1988-20006. associition rules has been generuted
tor four main parameters; name of places, year of floods,
manth of floods and casualties rate which are mentione!
periodically in Table-1.

Name of places that was affected by Mood:

These attributes contains the names of different places
where floods are occurred. Theses attributes has 85
different names of cities.

Year of flood:  This shows years of floods that occurred
ranging 1988 10 2006

Manth of Ooods:  Represents months of floods,
Casualties rate / death rate; This - shows  the
casualties, high, low, medinm and none.

Table -2 1o Table-5 are showing the statistics of different
attributes, alter applying association rule mining.

rite  of

Table 2: Years of floods in Pakistan

ISSN 1665-8607

Table 3: Months of floods in Pukistan

Atsibute Value Freguency Probability

Aug 1t 1150%

Feh L] S80%

July sy b (s

Jun 1 7.20%

March | 1) 70

May § 300K

Sept 1t 7209

Table 4: Casualties during floods in Pukistan

Attribute Valoe Frequency Probability
1988 U 0 50%
1990 I Q.70
1991 Kl 2 20K
1092 | (1 70'%
1993 16 11 50%
(R O 4.30%
1997 9 0.50%
1998 | O.70k%
1999 5 360
2001 9 6.50%
2Axi2 0 4.30%
2003 36 25.90°%:
2005 33 23.70%,
2000 N 2.90°%

Attribate Value Frogueney Probubility
casualities_greater_then_1(%) 51 36.70%
casualithes_greater_then_10_less
then 100 IS 10.80%
casaliies_less_thenln 34 2450%
Ny 12 230008

Table 5: Names of places ared fregquency of floods in Pakistan

Atribute Vitue Frequency Probability
Cwadar I L70%
Awaran | 0.70%
Badia 2 (o
Hhagh district | 0.70%
Hahawalpur 1 0.70%
Bhawilnagar 1 070%
Charadids 2 1 40%
Chisiot | 0.7
(Chitn) | 0.70%
Dadit 2 | dtry
Dera Ghazi Khan 3 2200%
Umer Kot I 0.70%
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In this research [54 rules were generated from association
rule mining related o flood disasters in Pakistan.
However these rules are interesting and potentially helpful
for hazard mitigations. Formation of rules is elaborated in
seetion-6 Rule Format.

6. RULE FORMAT

Each rule has "I X then Y' sentence followed by five
range values parenthesized by square brackets; (Coverf
Conf% CoverCotnt  SupCount Sup%.). The first one
“Cover% indicates  the covering  percentage, the
percentage of occurrence of that atributed event (X) in
total number of events. The second one Conf%% is the
confidence  percentage,  this  shows  percentage  of
oceurrence of second attributed event (Y) while first event
(X) 15 occurred. The third one “CoverCount™ 15 derived
by mean of count of X events out of all (flood) events,
The fourth one “SupCeomn™ is the counting of occurrence
of both events (X & Y). and fifth one 18 the “Sup%”
percentage of supporting count out of total number of
cvents Here are few temporal rules that were generated.
Rule 1.

class = casuahities_greater_then 100

> maonth = July

(36.691% 64.71% 51 33 23, 741%)
Rule 2:

month = July
> class = cosualities_greater_then_100

(64.029% 37.08% 89 33 23.741%)

Explanation of Rule #1: It shows the casualties more then
100 if flooding month is July, where:

I Cover% =

Total count of casualties greater then 100 00 = 1 100
Total count of floods 1988 - 2006 139

= 36.691%

2) Conf%=

Countol Moods with casualtiesgreater then 100in themonthol july ’
100

Countof floods with casualtiesgreater thm H0out of total Nood event
33
=—%*100 =64.71
51
3) Total count of fMoods with casualties greater then
100 =51

ISSN 1665-8607

4) Count of floods with casualties greater then 100 in
the month of july = 33

5) Sup% =
Count of floods with casealtics greater then 10010 the month of july
Total count of floods 1988 - 2006

100 =

100 = 23.741%: Similarly we can

.

understand rule #2.

7. CONCLUSIONS

This research shows the importance Spatio temporal data
mining for mitigation of hazards. The main focus of this
research is development of modular sirategy bused on
spatio temporal hazard data mining for mitzation of
hazards in Pakistan. This research shows how 1o identity
proper time. that has more probabihty of floods in
Pakistan, After implementation und analyzing association
rule mining it is evident from the results that is month of
July has more probability of floods in Pakistan, However,
wdentification of useful patterns 1s complicated task and
need sulficient amount of knowledge over spatio-temporal
database. In this research. process of spatio-temporal
association rule mining for hazard mitigation guidelines is
provided. That composed of development of hazard
database o implementation of association rule mining for
mining out the useful patterns which are potentially

helpful for future mitigation.
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USE OF GREAT - CIRCLE DISTANCE FOR AERIAL ROUTE GUIDING IN HILLY

AREAS

ABDUL FATTAH CHANDIO®*, ATTAULLAH KHAWAJA**

ABSTRACT

Path planning always remains hot issue in every cra of civilization, It plays vital roles in all aspects of daily life.
However, this issue becomes crucial during emergency like situations for example hazards. It is evident from
history that most portion of losses, either in the form of human lives, or in the form of economic occur because of
late arrival of reliel work, and selection of optimal path plays key role. Here, in this research, authors focuses on
the addition of clevation difference function for more accuracy while path planning particularly mountainous
areas. This research is the part of research carried out by author while working on the use of advanced computer

technology for hazard mitigation,

Key Words: Hazard Mitigation, Path Planning, Great Circle.

1. INTRODUCTION

On 8™ October 2005 a1 8:30 AM, an earthquake of 7.6 on
the Richter scale struck through the mountainous region of
northern Pakistan [1]. The most devastating destruction
was struck in northern parts of Pakistan. The northern
region of Pakistan s comprised of mountains and

hilly areas. where after this destructing disaster the
ordinary  means of transportations and routes  were
destroyed severely (80% wiped off) most of casualtics
were resulted because of late arvival of relief work and
relief goods. There were 10800 plus villages in that
mountainous region  which  were suffered by that
earthquake [ 1], as shown in figures | 2 and 3.

The earthquake struck zone consists of 10835 villages that
were badly affected by carthquake. The plots in figures
are sketched from latitudinal and longitudinal values of
places from Excel file Shown in figure 4,

The problem in these earthquake affected regions was that
these villages were located at different heights shown in
figure 5, and most of the roads were destroyed. This kind

of resource constrained shortest path problem asks for the
computation of a least cost path that obeys set of resource
constraints [4]. Here computing of shortest paths is
fundamental issuc and can be resolved by different
techniques [5]. However, for immediate reliel in those
arcas aerial route was most suitable by mean of using
choppers. For this problem o great cirele distance formuly
can be used.

2. THE GREAT- CIRCLE DISTANCE

The great-circle distance is considered as the shortest
distance between any two points on the carth when
measured along the surface of earth. It can be concluded
from literature that this is commonly used for distances
between two points on sea |6], The distance between two
points in Euclidean space 1s the length of a straight line
from one pomnt 10 another. Where as 1t 1s evident from
literature that there is no straight line on sphencal surfoce

*Department of Electronics Engineering QUEST Nawabshah  fatahchandio® vuhoo.com,

**Department of Electronics Engineering NED Karachi

atta khawajn @ vahoo.com
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of earth. Therefore for measurement of distance between
two poimts on earth, struight lines are replaced with
geadesics. Geodesics on the sphere are the great circles.

" Let XLY1; X2,Y2 be the longitude and latitude in degrees
of two pomts, respectively, AX the longitude difference
and Ao the angular distance between two points measured
in radians,

Then:

Ao =arccos{sin y, sin y, +cos y, cos y, cos Ax|

Where: x=X,"n/180,

Similarly x;, v, and y;can be computed in the same way in
radians.

Aa is the angle made by those two points X1L.Y1 and
X2.Y2 on the surface of carth. Thus the angular distance
between 1wo points is say D, then

D= Ao *madius of carth (kilometers, miles or nautical
miles)

3. ELEVATION DIFFERENCE FUNCTION

Earth surface is not pure round (or flat) and different
points have different respective heights or elevations. If
we incorporate the elevation of those locations, this can
supplement more accuracy in distance computation (2], It
15 evident from lierature that consideration of two
dimensional path is insufficient in-case of hilly areas{3].
In straight line distance matrix if the elevation difference
between two points is 20% of their honzontal distances it
will contribute approximately 2% addition in minimum
distance so we can add a supplementary function in our
path calculating function, that if elevation difference
between two points is 20 % or higher of measured
distance then it must be incorporated.

4. CONCLUSIONS

In this paper importance of elevation while computing the
distance between two points is presented. The main focus
of this research gimed for contribution of supplemented
function that may be helpful for computation of shortest
paths between thuse two paints whose elevation has much
differences as compared to their two dimensional distance
in the perspectives of Great Circles. It 1s clearly evident

ISSN 1665-8607

from the computations done by Elevation Difference
function that if elevation difference between two pomnts s
cqual to 20% of total computed distance, then it will add
supplementary distance of 2%. So in the opinion ol author
if elevation difference between two points is higher then
20 percent then this may supplement the accuracy by 2
percent or more secordingly,
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Figure 1: Global map of Pakistan depicting the affected region
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Figure 2: Map of Pakistan with major cities and earthquake affected region
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PROV_|DIST_NAM | DIST_CO|TEHS_NAM[TEHS_£0 uc_wwl {a_.swmo ELEVATI SETTLEME
|1 INAME| E DE E OE  |PLACE NAME UC_CODE| PCODE | NM | ONFT | X{lang) | Yfug [ NT TYPE |

NWF e
2 P |Abbottadad]  2055{Abbattabsd 3153|Abbott Abad_|Abbotabad)  43)0]  6O0DZ 1248]  3997| 73.2111[34.151 |Canter
3 NWF |Abhottabad|  2055[Abbottsbad 3153|Ganda Sirgakan|Abbotabad] 4300  BSB3 1260] 4113 73 1944] 34 149[Settloment
4 |NWF. |Abbostabad|  2055|Abbottsbad | 31531Banmwall Gali [Abbotabad]  4300] 60436 @8] 4613 721961 34 15B{Settiement
5 NWEF_|Abbottabad]  2055]Abbuttabad 3153|Cardonment Abbotabad]  4300[  BID44 1260 4016 732116] 34 154|Settiemant
]
7
8

| Abbottabad 3153|Dhen Abbotabad|  4300] 70004 1400 4&81] 7338671 34 151 [Sattlemert
|Abbottsbad 3183|Malsk Purs  |Abbotabad|  4300] 64077 1348]  4324] 731972| 34 152[Seltiement
Abbottabad 3153[8agh Bagh 4301] 67930 1883]  5399] 73.2984] 34 D93]UC Center
Abbottsbad 3163(8agh Mira  [Bagh 4301] 80138 1651 szsi 733161} 34.104[Settiement
Abbottabad 3153|0pwal Bagh 01 s 1836] 6243 733134088
Abbttabad 3153} Joghi Ba BX57 1683] 638l 73X u.mis,ulmn
Abbottabad 31630 uma Bagls 683 1824 5851] 73,305 % 087 [Settiament
Abbottabad 31530 unian
Abbottabad 3153{Kachamacha
Abbottabad 31531 Kanthia Yala
Abbottabad 3153 Kohalian
|Abbottabad 3153 Kuth

JE]
130!
4DI|__ 70008]  2165]  £945] 73.3303] 34 076 Setiemant
01| 6843] _ 1®05| 6111 73 365] 340! Setslement
401]_ 70005] 1815 5835 73 3233 54 090 |Settiemert
401 6%HI0] __ 1485]  476d] 73260| 4 052 Setement
Bagh 4301|7000 2196|  7045] 73 3417| 34064 |Settiement
Abbottabad | 3153|Nan Gal___[Bagh 401|660 2278 78| 72037 3407|Sethement
Abbotiabad | 3163 Rywala Bagh W01 65179] 22| 7176| 73.3317] 34 093 Settlement
Abbotiabad | 3153|Sunan Bagh G0 6010|2187 J016| 733128] 34 076 |Setfiement
5]
5
[53)
455
4588
4558
1535
4535
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14 NWF._ |Abbottabad|
15 NWE._ |Abbottabad|
15 NWF [Abbotiahad]
17 NWF. |Abbottabad|
18 NWEF. [Abbottabad|
19 NWF. [Abbottabad]
20 INW.F. [Abbottabad|
21 NWF. [Abboltabad
1(828[P A K onch
10829 P AK. [Poonch
10630 P AK [Poanch
10831 PAK [Poonch

Abbolisbad | 3153|Tame Gas __ [Bagh 66072]  2153]  GA07| 73 3085) 34 069 |Settlement
Rawalahot 3017 |Ransa Thorar 65229| 7331 Z351| 73.5338) 33 855 Sattiemeant
Rawalskot 3017 |Saher Thorat [ Thorat 74908| 1536] 4927 736142] 33 838|Settlement
Rawalakot 017|Sarc Balgran [ Tharar 64939 970]  3113] 738056]33 853/ Seltloment
Hawatakot 7{Sardi Khas  |Thorar 65529 127¢ LG31 736247| 33 84|Stthement

1B 0 R R B B

16832 PAK. [Poonch 2007 [ Rawaizhot 17| Sauntala Therar| Thoras 74511 924 2964] 73512833854 Settlement
10833 P A K [Pacach 2007 |Rawalskot 3017 |Sarra Thorar | Thorae 74312 19116] 380! 735572131 834 [ Satlement
10834 PAK_[Poonch 2007 |Rawalakot 3017 |Sirol Thoear B5911]  10GE|  3323| 736942|3) B3| Settiement
10835 PAK _ [Poonch 2007 [Rawalakot 2017 Thoral Thorar 56235 1882] 20750 73541133 843{0C Canter

Figure 4: Excel file showing 10835 villuges with different heights.

S —
QUAID-E-AWAM UNIVERSITY RESEARCH JOURNAL OF ENGINEERING, SCIENCE & TECHNOLOGY, VOLUME 9 NO. 1 JAN-JUNE 2010 32



Use of preat - circle distance for aerial route guiding in hilly areas ISSN 1665-8607

16000 -
14000 —
12000 -
10000
; 2000 ~
< ¥
i W
i
[ B0
e |
am 4
0 l_x "
® = 4k
5 “;»_\\‘_‘ e (]
i - s ol £
latdude 35 "7? 5 : longrude
Figure 5: Village points in earthquake effected zone
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Figure 6: Elevanon difference model
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Figure 7: Program routine for the great-circle distance computation.
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