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Abstract

The constant increase in the number of patients suffering from the pandemic Covid-19 has overpowered the medical
management system over the world. This pandemic has affected every aspect of human life all over the world.
However, the limited number of testing kits is making it more challenging to deal with the global pandemic. It is
near to impossible for people to maintain social distancing all the time, and lengthy testing procedure is one of
the major cause of the rapid spread of the epidemic Covid-19. The polymerase chain reaction test that is done in
real-time (RT-PCR) is time-consuming for each patient with gasping disease to be tested. However, the use of a
chest x-ray machine tool can accelerate testing time. X-ray machines are now accessible in almost every medical
management healthcare system, with instant results. The proposed research aims to detect the pandemic. The
dataset was collected from an open-source repository that consists of the chest x-ray images of patients who were
Covid-19 positive, and covid-19 negative which means not infected by the pandemic coronavirus but suffering from
normal pneumonia. The approach of this paper uses a deep convolutional neural network model i-e VGG16, to begin
the process of classifying images into positive or negative. In the proposed research VGG16, the Deep Con-volutional
Network model is used, this is a pre-trained model, previously trained on the ImageNet dataset that com-prises 14M
images that belong to 1K different classes. This model is fine-tuned on 1202 images. The preprocessing of collected
data is done by converting it into an RGB channel and resizing it to match the requirement of our model i-e VGG16.
Data augmentation is performed on the preprocessed dataset. Our proposed model gives 99.1%, 100%, and 98.59%

accuracies, sensitivity specificity respectively for the detection of Covid-19 on patients’ cxr images.
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1 Introduction

oronaviruses (CoVs) are enclosed viruses with
C immensely large single-stranded RNA genomes
ranging from 26 to 32 kilobases in length.[1] Middle
East Respiratory Syndrome (MERS) Severe Acute
Respiratory Syndrome (SARS) viruses are major
causes of coronavirus infection. The infection produced
by SARS-CoV-2 is COVID-19, a new coronavirus
(Zhang, 2020). In Wuhan capital of China’s Hubel
province, the first COVID-19 cases were regis-tered,
in December 2019. COVID-19 has been declared a
pandemic by the World Health Organization (WHO)
[2]. Till January 2022, 363 million cases have been doc-
umented worldwide, with 5.63 million deaths. These
illnesses produce respiratory issues that can be ad-
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dressed without the use of specific medication or equip-
ment. Despite this, underlying medical conditions such
as diabetes, cancer, cardiovascular disease, and lung
disease might exacerbate the illness. Test kits took too
much cost so many countries cannot get more test kits
and have limited kits to test people. For these normal
test kits, every clinic needs a technical person that can
arrange and control all the systems in every clinic.
Rapid diagnostic tests for Covid-19 are also a very
big issue the world is facing. However, Immunoassays
have known as “antigen tests” look for a particular
viral antigen, which can be a sign of active viral
infection. Cur-rently, saliva, nose swab, or nasopha-
ryngeal specimens deposited directly into the assay’s
extraction buffer or rea-gent may be used for antigen
testing. Although much faster than antigen tests, the
other common coronavirus test is less precise. It is less
sensitive and can require confirmation tests (more false
negative results). Due to covid, there are many global
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a) Covid-19 +ve chest x-ray dataset

Fig. 1: Covid-19 +ve

issues, a few of them being hunger, unemployment, and
vaccine. Therefore, we have trained our model using an
open-source dataset, there are just a few substantial
datasets of COVID-19 X-Ray images that are open
to the public. The model proposed in this approach is
trained to detect covid-19 in x-ray images using a Con-
volutional Neural Network. As a result, we can detect
whether are provided X-ray image is covid positive or
covid negative. Chest x-ray pictures have been utilized
for the prediction of Covid-19 patients. Famous pre-
trained models e.g Res-net50, Inception ResNetV2,
and InceptionV3 have been prepared tried on chest x-
ray pictures. Resnet50 per-formed very well among the
3 used models and gave 98% accuracy.[3] Researchers
in paper [4], indicated a model which can be considered
as s promising to describe analyze Covid-19 diseases
is ResNet-101. This model does not force significant
expense can be utilized as an adjuvant strategy during
CT imaging in radiology offices.

In the paper [5], a novel technique is introduced
to identify Covid-19. This technique comprises pre-
processing and includes extraction with Lingering-
Exemplar-Local-Binary-Pattern (ResExLBP), includ-
ing determination with interactive Relief (IRF),
grouping stages. In this preprocessing stage, the info
X-Ray picture is changed into a gray-scale picture and
is resized (512*512) measured pictures. ResExLBP iso-
lates input pictures into (128%128) estimat-ed models
and LBP removes include from the input picture and
models of it. The created highlights are connected,
what’s more, separating ones of them are chosen by
utilizing IRF. The choice included by IRF are used as
the con-tribution of the classifiers by utilizing Leave-
One-Out-Cross-approval (LOOCV), 10-crease Cross-

(b) Covid-19 -ve chest x-ray dataset

-ve chest x-ray dataset

Validation (CV), and holdout approval. Researchers
in paper [7,8] worked on the ML classifier that was
fed with features obtained from the existing Res-
Net-50 CNN model. The accuracy of this deep hy-
brid learning-based system was reported to be 95%.
Features from fine-tuned pre-trained ResNet-152 have
also been retrieved and fed into machine learning
classifiers. COVID-19 identification using Random-
Forest and XGBoost classifiers, on the other hand, had
an accuracy of 97.3 percent and 97.7%, respectively.
Zang et al. in paper [10,] ResNet network model,
is developed COVID-19 may be diagnosed from X-
ray imaging. In their experiment, they used a collec-
tion of 1078 images including COVID-19 images and
healthy patient images. According to their findings,
the sensitivity, specificity, and AUC values attained
were 96.0%, 70.7%, and 95%, respectively.

In the paper[11], the authors used a publicly avail-
able COVID-19 chest X-ray dataset of 70 lung X-ray
pictures of patients, researcher designed a model for
covid-19 prediction i-e Bayesian Convolutional Neural
Network (BCNN). They developed a Bayesian-based
CNN model and achieved a 92.9 percent accuracy
score in their experiments. For this problem i-e lack
of kits for the Covid-19 test and the delayed result,
we have proposed a convolution neural network(CNN)
based model named ”Covid-19 Detection Using Deep
Learning on Chest X-Ray Images”, In which we will be
using VGG16 pre-trained model for training of data
that we have taken from Kaggle and Github, then
binary-level classification will be done to detect either
patient’s chest is covid positive or negative.
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2 Material and Methods
2.1 Data Gathering Preprocessing

Dataset: The dataset we analyzed to train and test
our proposed approach is referred to as the detection of
Covid-19 Using Deep Learning Pre-Trained Model on
CXR Images, the proposed dataset is taken data from
an open repository which is comprised of thousands
(Chest Radiograph/Chest X-Ray) images of 13,870
patient suffering from covid-19, we have used 1202
images in total, covid-19 cxr image dataset for covid
+ve patients from Github [6] cxr image dataset for
covid -ve patients from Kaggle[7]as shown in Fig. 1(a)
and Fig. (b).

The decision to use these two datasets to create
Covid-19 was influenced because they are both freely
available for researchers and the general public. More
specifically, the data was sorted in the following way
from each of the data repositories to build the covid-
19 dataset by combining and modifying both data
sources. The preprocessing of the collected dataset is
done by converting its channel into RGB and resizing
it to match the requirement of our model i-e VGG16.
Data augmentation is performed on the preprocessed
dataset to improve performance to make the model
more robust as as shown in Fig. 2.

2.2 VGG-16 Model / Pre-trained CNN model

The importance and originality of this study are
that it facilitates the medical doctors who are under
continuous stress due to the increase in the number
of covid patients, patient’s x-ray is used to determine
either its covid +ve or -ve. Convolutional Neural
Networks paired with Computer Vision are capable
of executing difficult operations such as picture
classification, astronomical issue solving, and self-
driving car development. The Convolutional Neural
Network (CNN) is a combination of Convolutional
Layers and Neural Networks. Any Neural Network
used for image processing is made up of the layers
listed below. Convolutional Layer, Pooling Layer,
and Dense Layer are the layers that make up the
input layer. Convolution is a filter that is applied to a
picture to extract features from it. We’ll use different
convolutions to extract different features from the
image, such as edges and highlighted patterns.

Following is the application of convolutions, there
is a notion known as pooling. Pooling is a technique for
reducing the size of an image. Pooling can be divided
into two categories:

1. Max Pooling: It’s nothing more than picking the
highest value from a matrix of a certain size. This
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Fig. 2: shows the distribution of the images for both
categories.

method is useful for extracting important features or
features that are highlighted in the image. A feature
that is highlight-ed is a section of an image with high
pixel values.

2. Average Pooling: It takes the average of every
single pixel value in the pooling layer’s matrix. The
majority of the time, maximum pooling is employed
since it outperforms average pooling. The first convo-
lutional layer, when defining a neural network, needs
the shape of the image that is passed as input. The
image will be delivered to the dense layer after passing
from all convolutional and pooling layers. Because the
output of the convolutional layer is multi-dimensional,
we can’t pass it directly to the dense layer because the
dense layer requires input in a one-dimensional shape.

3 Experimental Setup
3.1 Tools

Python is used as the coding language. It’s a
high-level language of programming. It is interpreted
object-oriented. It has high-level data structures
Development-(RAD), thanks to its dynamic binding
and dynamic binding. Python language is easy to learn
straightforward and hence it decreases the amount of
time spent learning it. Python package that comes
preconfigured with a variety of useful modules for
data analysis. The reason behind using anaconda is
that it combines many tools needed for data science,
data analytics, and machine learning into one single
installation, making it more suitable for rapid develop-
ment. Anaconda also used environments to distinguish
between different libraries and versions. Anaconda’s
package management lets you install libraries.

Therefore, in between the convolutional and dense
layers, we’ll use the Flatten() method. The Flatten()
technique reduces a multi-dimensional matrix to a
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Fig. 3: shows the distribution of the images for both
categories.

single dimension. The activation function of a neural
network is non-linear. The below Fig.3 represents the
flow of the methodology of the project.

3.2 Performance Measure

Machine learning performances are evaluated by using
a confusion matrix. It has information about real
and predicted classification by classifiers. The actual
performance of the model on a collection of test data
for which the true values are known can be determined
using the confusion matrix.
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Fig. 4: Training validation accuracy.
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Fig. 5: Training validation loss.

True Positive (TP)=Number of samples classified

Precision =

As expressed in Equation 1, precision computes the
accuracy i-e how much our model is accurate out of
predicted positives and how many are positive.

True Positive(TP)
true Positive + false Negative(FN)

Recall = (2)

Equation 2 is used to calculate recall which means how

many are positive by our model by marking it as true

positive.

2(Precision + Recall)
Precision + Recall

F1Score = (3)

Flscore is determined using equation 3, flscore can be
defined as when you want a balance between Recall
and Precision. It is a function of precision recall.

TP+TN (4)
TP+ FP+TN+FN
Equation 4 is used to calculate Accuracy for evaluating

classification models and the fraction of predictions of
our model got right. Whereas,

Accuracy =

True Positive(TP) + False Negative( FN3s true while they were true.
(1

True Negative (TN)=Number of samples classified
as false while they were false.

False Positive (FN)=Number of samples classified
as true while they were false.

False Negative (FP)=
(TN)=Number of samples
while they were true.

Negative
false

True
classified as

4 Result and Discussion

In this study, a total of 1202 chest X-ray images
were investigated to detect covid-19 using a deep
convolutional neural network model namely VGG16,
the dataset used was taken from publicly accessible
repositories [6][7]. Alt-hough VGG16 is the pre-trained
model i-e it is already trained on the ImageNet Dataset
but to achieve good accuracy, we need to fine-tune it
on the dataset that we have chosen to work with. 7%
of the dataset is used for training purposes 30% of the
dataset was used for testing purposes. After that data
augmentation was performed. The model can detect
covid-19 from patient chest X-ray images, this can be
used for rapid computer-aided screening, this can help
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TABLE 1: Overall Model Performance

VGG16
Accuracy | Sensitivity | Specificity
99.10% 100% 98.59%

Fig. 6: result of a new x-ray image

practitioners improve screening while also increasing
trust. Table 1 shows the overall model performance.

Fig. 4 and 5 shows the accuracy loss curves of deep
learning training which demonstrates that our model
is not overfitting despite the limited Covid-19 Chest
X-Ray training data used in our model.

The Table 2 shows the classification report of the
confusion matrix giving the Precision, Recall, and F1
score for our VGGNet Model. Results of the proposed
model can be seen in the above table, 99% accuracy
has been obtained from the used dataset based on
X-Ray images. And the model obtained 100%, and
98% sensitivity specificity respectively. We loaded our
model and made predictions on Chest X-Ray images
to detect whether the patient is either covid positive
or negative.

Fig. 6 shows that the patient is corona +ve whereas
Fig. 7 shows that the patient is corona -ve. It’s great to

|m ! Results — (] >

Fig. 7: result of a new X-ray image.

TABLE 2: Classification report of the confusion matrix
giving the Precision, Recall

VGGNetl6 | Precision | Recall | F1 Score
Covid 98% 100% 99%
Normal 100% 99% 99%

be able to diagnose Covid-19 with this much accuracy,
but our true negative percentage is troubling. Medical
partitioners would not like to identify a patient as
Covid-19 4ve and confine them with other positive
pa-tients, only to infect another person who had never
been exposed to the virus.

Sensitivity specificity are exceedingly difficult to
achieve in medical approaches, particularly in the
treatment of contagious infections that spread quickly,
such as Covid-19. We must all be mindful that the
predictive models that we are working on, will have
real-world implications, and that a missed diagnosis
will cost lives. As a result, our findings are solely for
academic purposes.

5 CONCLUSION

The present research aimed to detect covid-19 using
patients’ chest X-ray images. The epidemic covid 19
has be-come one of the most dangerous diseases of
all time, which is constantly affecting human life in
every aspect. The pandemic was announced in late
December 2019 first in China. As this virus is con-
tinuously spreading around the globe and the con-
tinuously growing number of patients is not a good
sign. Early predictions are important to pre-vent the
spread of this virus to other people. The coronavirus
leads to pneumonia which is an infection that inflames
your lungs. One of the methods by which these in-
flames can be observed is by using an X-ray of the
Chest. The proposed work is to develop a method
that can help doctors instantly diagnose the virus
to avoid overwhelming the healthcare system. This
study introduced pneumonia Chest X-ray detection
based on VGGNet16 and a fined tuned deep transfer
learning using CXR, images obtained from covid-19
patients and normal patients, this dataset is open
source and available to the general public. This Covid-
19 detector system predicts the infectious viral disease
corona virus which has already infected most people
around the world. From this model, early diagnosis
of this disease can be predicted with a trained CNN
model using Chest Xray. This system showed that the
VGGNET model has achieved 99.10% accuracy and
is considered promising performance as a good model
to detect Covid-19 positive patients. The model does
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not impose any significant expense and can be used
in radiology departments for early diagnosis. Through
this, the test rate will be increased help to control this
pandemic and more lives can be saved.
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