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Abstract

The second-order PDEs are used to model a wide variety of application problems and due to their indispensable
usage the computational analysis of various aspects have worked out by researchers in the field. In this study,
a computational analysis of the finite difference numerical solution of the general linear second-order PDE with
constant coefficients is presented. The study’s objective was to examine the simultaneous effect of the varied size
of the computational domain and the forcing function values on the numerical simulation. From the results, it is
revealed that the forcing function affects the simulation patterns as long as the size of the domain is increased from
1 × 1 square unit to 2 × 2, 3 × 3, and 4 × 4. Also, the local node-wise solution values change considerably with the
varied values of the forcing function. The effect of forcing function G values on the numerical solution is observed
higher when G < 0 and is lower when G > 0. The outcomes of this research study are expected to provide ways to
predict the simulations obtained by the general second-order PDE based on the varied domain size and the forcing
function with constant coefficients of the PDE.
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✦

1 Introduction

The general second-order partial differential equa-
tion has immense applications in a vast major-

ity of fields of science and engineering. The various
classical equations have been derived from the gen-
eral second-order PDE; such as Laplace’s equation,
Poisson’s Equations, Heat equation, Wave equation,
Helmholtz equation, Convection-Diffusion equation,
and many others. The solution of some classes of
second-order PDEs is obtained by using different an-
alytical and numerical methods. However, numerical
methods are often considered to solve practical prob-
lems due to their easy implementation on modern
computers. Numerical methods usually are based on
the discretization of the continuous problem that con-
sequently leads to the system of an algebraic equation.
Then be using any iterative method and starting from
the initial guess the solution is updated in each step
and the process is truncated until the desired accuracy
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is achieved. The consistency, stability, wellposedness
and convergence properties of numerical methods are
often considered important research directions [3].
Though, the convergence of iterative methods has
achieved much attention in the last few decades. In
fact, the general second-order PDE is used to describe
one of the many physical phenomena involving an un-
known function (dependent variable) under the influ-
ence of any given forcing function. The forcing function
may affect the simulation patterns of the dependent
variable in the computational domain. It has to yet
investigate the effect of the forcing function involved in
the general second-order PDE on the convergence and
behavior of the numerical simulation. Therefore, this
study is aimed at investigating the effect of the forcing
function values using the finite difference method. To
achieve this goal, a 2D general second-order PDE with
Dirichlet boundary conditions on the square domain
of different sizes is defined to obtain the numerical
simulations of the dependent variable.
Mathematically, the general form of the second-order
linear PDE in 2D Cartesian coordinates is given as
follows [1]:
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G(x, y) =
A(x, y)∂2u(x,y)

∂2x + B(x, y)∂2u(x,y)
∂x∂y +

C(x, y)∂2u(x,y)
∂2y + D(x, y)∂u(x,y)

∂x +
E(x, y)∂u(x,y)

∂y + F (x, y)u(x, y)
(1)

where u(x, y) is the dependent variable, x and y be
the independent variables, A, B, C, D, E, and F are
the coefficients depending upon x and y; and G is the
forcing function. In the above Eq. (1), if the indepen-
dent variable y is replaced by time t then the PDE will
be considered a time-dependent general second-order
PDE.
In literature; few related but not almost the same gen-
eral second-order PDEs have been discussed by using
the various solution strategies. For instance; a new
technique for the approximate solution of a second-
order PDE was proposed by separating it into three
parts with the introduction of two auxiliary unknown
functions [2]. The collocation method was applied by
[3] to obtain the solution of linear second-order PDE;
the method was based on the Bessel function of the
first kind.
The first attempt to apply the meshless GFDM (Gen-
eralized Finite Difference Method) for the numerical
solution of inverse heat source problems associated
with steady-state heat conduction was described by
[4]. Liebmann’s finite difference method based on
Gauss-Seidel iterations is useful for the solution of
second-order linear elliptic PDE with precise boundary
conditions [5]. The Boundary Value Methods (BVM)
has also been used to approximate second-order PDEs,
whereas the Lanczos-Chebyshev reduction procedure
has been used to transform the PDEs into an equiv-
alent second-order system [6]. Some practical numer-
ical methods have been examined to solve a class of
initial-boundary value variable coefficient fractional
PDEs over the finite domain [7]. In conjunction with
spectral methods, the implicit-explicit finite differ-
ence schemes have mainly been used for spatially dis-
cretized diffusion-convection type PDEs. On average,
an implicit and explicit scheme is for the dispersal
term and for the convection term respectively [8].
A two-dimensional time-dependent initial–boundary
value problem with distributed-order space-fractional
PDE was considered by [9]. The finite difference
method with irregular arguments of nodes was applied
to solve the second-order PDEs with any boundary
conditions (Dirichlet, Neumann, and Mixed) values
of derivatives of the nodes are obtained through the
application of the differences formulae [10]. In many
cases when the problems are defined over irregular
clouds of points the mesh-free GFDM is suitable for

solving the elliptic and parabolic PDE. [11] have solved
different examples of PDEs over irregular clouds of
nodes. The role of integer and non-integer order PDEs
is essential in applied sciences and engineering. Exact
solutions of these equations are sometimes difficult
to find [12]. Based on the concept of two-grid a fast
and efficient algorithm was derived from the finite
difference method to solve the Poisson equation [13].
For solving an elliptic problem using a finite difference
scheme, they arrived at a large sparse linear algebraic
system. Similarly, many others [14-20] have attempted
to solve the second-order linear PDE by a variety
of analytical and numerical methods. In finding the
numerical solution of Eq. (1) using the finite difference
method the effect of the forcing function may change
the solution distribution in the domain in relation to
the size of the computational domain. For a particular
case, the numerical solution of Eq. (1) on the unit
square of varied size is to investigate the change in the
solution values with respect to different values of the
forcing function. The choice of the values of the forcing
function may reveal the convergence of the numerical
solution and may also be useful to understand the
numerical simulation profiles.

2 Materials and Methods

This study is aimed at the computational analysis of
the 2D general second-order linear partial differential
equation. Thus, the first step in the methodology is to
construct, define the initial and boundary conditions
and discretize the Eq. (1) by using the finite difference
method.
A 2D Cartesian domain (x, y) ∈ Ω = [0, L] × [0, W ] is
considered and the Eq. (1) is defined on this domain.
The schematic of the computation domain is exhibited
by the following Figure 1.
The boundary conditions are of Dirichlet type and are
defined as follows:
u(x, 0) = fb(x, 0), where0 ≤ x ≤ L
u(x, W ) = ft(x, W ), where0 ≤ x ≤ L
u(0, y) = gl(0, y), where0 ≤ y ≤ W
u(L, y) = gr(L, y), where0 ≤ y ≤ W

where the fb, ft, gl, and gr are the bottom, top, left,
and right boundary conditions respectively.

After assigning the boundary conditions, Eq. (1) is
discretized using the central finite difference schemes.
Eq. 2 shows the discrete version of Eq. (1). Moreover,
Eq. (2) can be solved explicitly by the Leibmaan
iterative algorithm and the solution on the mesh nodes
can be obtained as in Eq. 3.
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Fig. 1: Schematic of the computational domain for the solution of Eq. (1).

G(i, j) =

A(i, j)u(i−1,j)−2u(i,j)+u(i+1,j)
h2

1
+

B(i, j)u(i+1,j+1)u(i+1,j−1)−u(i−1,j+1)+u(i−1,j−1)
4h1h2

+
C(i, j)u(i,j−1)−2u(i,j)+u(i,j+1)

h2
2

+
D(i, j)u(i+1,j)+u(i−1,j)

2h1
+

E(i, j)u(i,j+1)−u(i,j−1)
2h2

+
F (i, j)u(i, j)

(2)

u(i, j) = −1
4

1
4(2A(i,j)h2

2+2C(i,j)h2
1))−F (i,j)h2

1h2
2)×



−4A(i, j)h2
2u(i, j) − B(i, j)h1h2u(i + 1, j + 1)

+B(i, j)h1h2u(i + 1, j − 1) + B(i, j)h1h2u(i − 1, j + 1)
−B(i, j)h1h2u(i − 1, j − 1) − 4C(i, j)h2

1u(i, j − 1)
−4C(i, j)h2

1u(i, j + 1) − 2D(i, j)h1h2
2u(i + 1, j)

+2D(i, j)h1h2
2u(i − 1, j) + 2E(i, j)h2

1h2u(i, j + 1)
+2E(i, j)h2

1h2u(i, j − 1) + 4G(i, j)h2
1h2

2

 .

(3)

The associated schematic of the discretized domain
is shown as a mesh of nodes in Figure 2.

For the consistent and converged solution it must
follow that 2A(i, j)h2

1 + 2C(i, j)h2
1 − F (i, j)h2

1h2
2 ̸= 0

and h1 ̸= 0, h2 ̸= 0.

After specifying the numerical solution algorithm a
user-defined MATLAB code is written to implement
the methodology. The varied values of the forcing
function have been tested for the convergence of the
numerical solution in relation to the domain size. The
data is collected for the computational analysis of the
convergence and simulation profiles.

3 Results and Discussions
The simulation profiles of Eq (1) for about twenty dif-
ferent combinations were obtained. The computational
time and the number of iterations required to converge
for each combination of (L, W, h1, h2andG) are listed
in Table 1. It is observed from Table 1. that the number
of iterations increases when either the domain size
or the step size is increased. While for each specific
domain size or step size the iterations do not vary much
in relation to the varied values of the forcing function.
The numerical simulation profile is obtained for each
of the combinations from Table 1. and is analyzed for
the simultaneous effect of the domain size and forcing
function values. Figures (3-7) exhibit the numerical
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Fig. 2: Schematic of the discretized domain for the solution of Eq. (1).

simulation profiles of Eq. (1) for different values of
the forcing function when the domain is of size 1 ×
1 square unit. It can be seen that there is not much
difference in the simulation patterns as the forcing
function values do not affect more when the domain
is of 1 × 1 square unit. In order to expose the local
changes in the solution values the node-wise solution
distribution is demonstrated in Figure 8. From the
figure, it appears that for each trial the numerical
solution at specific nodes remains near to each other.
Interestingly, it is revealed that the forcing function af-
fects the simulation patterns to some extent when the
size is increased from 1 × 1 square unit to 2 × 2 square
unit as shown in Figures (9-13). And the local node-
wise solution distribution shown in Figure 14 exposes
the increase in the node-wise solution values when
G<0 and the decrease in the node-wise solution values
when G>0. Similarly, when the domain size is set to
3 × 3 square unit the simulation profiles significantly
change as compared to 1 × 1 or 2 × 2 sized domain.
The local solution values also change considerably as
can be seen in Figures (15-19). This time the impact
of the forcing function for G<0 is even higher than
the higher boundary condition applied at the top of
the domain and a cavity-like pattern appears along
the upper region of the domain. Finally, when the
domain size is taken 4 × 4 the clear and abrupt changes
in the simulation profiles of Eq. (1) are observed in
Figures (20-25), not only this but there exists a cavity
with respect to each value of the forcing function. The
intensities of the local solution values at each node are
increased significantly. In fact, the negative values of
G affect the solution more and more as compared to
the positive values of the forcing function G. It can
be deduced that increasing the scaling factor for the
domain size increases the local solution values for G<0
and decreases the local solution values for G>0.

It is still worthwhile to further generalize the results
of this study to more levels but the computational
complexity may confine the analysis unexpectedly.
Such type of simulation patterns could be useful in
the understanding of heat conduction, heat transfer,
electrostatics, or fluid flow problems. There is plenty of
space to further investigate the extent of simultaneous
ranges of the domain size and forcing function and
other coefficients of Eq. (1).

Fig. 3: Numerical simulation of Eq. (1) when L=1,
W=1, h1=0.1, h2=0.1, G=-10

4 Conclusions
In this study a computational analysis of the general
linear second-order PDE in relation to the varied
domain size and the forcing function with fixed coeffi-
cients was carried out. From the analysis of numerical
simulation profiles, it was revealed that in the case of
the unit square domain the simulation, patterns do not
affect more by changing the forcing function values.
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TABLE 1: Computational time and convergence analysis at various combinations of domain size and the forcing
function when A=B=C=D=E=F=1; fb=0, ft=100, gl=75, and gr=75.

S. No L W h1 h2 G Time (sec) Iterations

1 1 1 0.1 0.1 -10 0.0195 231

2 1 1 0.1 0.1 -5 0.0127 230

3 1 1 0.1 0.1 0 0.0133 230

4 1 1 0.1 0.1 5 0.0136 230

5 1 1 0.1 0.1 10 0.0126 230

6 2 2 0.2 0.2 -10 0.023 260

7 2 2 0.2 0.2 -5 0.0172 258

8 2 2 0.2 0.2 0 0.0172 258

9 2 2 0.2 0.2 5 0.0158 258

10 2 2 0.2 0.2 10 0.0145 257

11 3 3 0.3 0.3 -10 0.0229 330

12 3 3 0.3 0.3 -5 0.0233 329

13 3 3 0.3 0.3 0 0.0251 327

14 3 3 0.3 0.3 5 0.0232 325

15 3 3 0.3 0.3 10 0.023 323

16 4 4 0.4 0.4 -10 0.0386 534

17 4 4 0.4 0.4 -5 0.0412 530

18 4 4 0.4 0.4 0 0.0375 526

19 4 4 0.4 0.4 5 0.0359 521

20 4 4 0.4 0.4 10 0.0359 515

Fig. 4: Numerical simulation of Eq. (1) when L=1,
W=1, h1=0.1, h2=0.1, G=-5

But in the case of the non-unit square domain, both
the simulation patterns and the node-wise solution
values do significantly vary by the simultaneous change
in the domain size and the forcing function values.

Fig. 5: Numerical simulation of Eq. (1) when L=1,
W=1, h1=0.1, h2=0.1, G=0

The negative values of the forcing function affect the
solution more and more as compared to the positive
values of the forcing function. Further research could
be conducted to generalize the results of this study by
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Fig. 6: Numerical simulation of Eq. (1) when L=1,
W=1, h1=0.1, h2=0.1, G=5.

Fig. 7: Numerical simulation of Eq. (1) when L=1,
W=1, h1=0.1, h2=0.1, G=10.

Fig. 8: Node-wise effect of forcing function G on the
numerical solution when the domain size is 1 × 1.

Fig. 9: Numerical simulation of Eq. (1) when L=2,
W=2, h1=0.2, h2=0.2, G=-10.

Fig. 10: Numerical simulation of Eq. (1) when L=2,
W=2, h1=0.2, h2=0.2, G=-5.

Fig. 11: Numerical simulation of Eq. (1) when L=2,
W=2, h1=0.2, h2=0.2, G=0.
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Fig. 12: Numerical simulation of Eq. (1) when L=2,
W=2, h1=0.2, h2=0.2, G=5.

Fig. 13: Numerical simulation of Eq. (1) when L=2,
W=2, h1=0.2, h2=0.2, G=10.

Fig. 14: Node-wise effect of forcing function G on the
numerical solution when the domain size is 2 × 2.

Fig. 15: Numerical simulation of Eq. (1) when L=3,
W=3, h1=0.2, h2=0.2, G=-10.

Fig. 16: Numerical simulation of Eq. (1) when L=3,
W=3, h1=0.2, h2=0.2, G=-5.

Fig. 17: Numerical simulation of Eq. (1) when L=3,
W=3, h1=0.2, h2=0.2, G=0.
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Fig. 18: Numerical simulation of Eq. (1) when L=3,
W=3, h1=0.2, h2=0.2, G=5.

Fig. 19: Numerical simulation of Eq. (1) when L=3,
W=3, h1=0.2, h2=0.2, G=10.

Fig. 20: Node-wise effect of forcing function G on the
numerical solution when the domain size is 3 × 3.

Fig. 21: Numerical simulation of Eq. (1) when L=4,
W=4, h1=0.2, h2=0.2, G=-10.

Fig. 22: Numerical simulation of Eq. (1) when L=4,
W=4, h1=0.2, h2=0.2, G=-5.

Fig. 23: Numerical simulation of Eq. (1) when L=4,
W=4, h1=0.2, h2=0.2, G=0.



QUEST RESEARCH JOURNAL, VOL. 20, NO. 02, PP. 38–47, JUL–DEC, 2022 46

Fig. 24: Numerical simulation of Eq. (1) when L=4,
W=4, h1=0.2, h2=0.2, G=5.

Fig. 25: Numerical simulation of Eq. (1) when L=4,
W=4, h1=0.2, h2=0.2, G=10.

Fig. 26: Node-wise effect of forcing function G on the
numerical solution when the domain size is 4 × 4.

varying the other coefficients involved in the general
second-order PDE.
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