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ABSTRACT 

 
Spams over Internet telephony is a serious threat to consumers and enterprises. In comparison to  
e-mail spams, voice spams have drastic effects. It consumes time and resources of the victim for 
example telemarketing. To counter this problem, we propose a two-step solution with analysis and 
detection to such threats. In first step, we extract the useful data from VoIP calls to organize and to 
get the input for our detection phase using bloom filter. In second phase, we examine the data 
obtained during the first step using Naive Bayes (NB). The efficiency of NB is analyzed by 
simulations. The results show that our proposed technique for voice spam delivers a high level of 
accuracy.  
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1. INTRODUCTION 

Voice over Internet Protocol (VoIP) is a rapidly growing 
Internet service. Due to its remarkable flexibility, feasible 
implementation, and low-cost connectivity to 
international telephones, it has become extremely popular 
among end-users and communication engineers [1-4]. 
However, in spite of its immense benefit, this technology 
contains certain drawbacks also [5] [6]. Session Initiation 
Protocol (SIP ) [7], which is one of the widely used 
protocol for VoIP services, is vulnerable to many types of 
attacks. Apart from this, there are also different types of 
attacks targeting VoIP protocols [8] [9], such as DoS 
attacks, call hijacking, toll fraud, SPam over Internet 
Telephony (SPIT) and phishing. SPIT is one of the most 
serious threats to IP telephony. 

Internet telephony is vulnerable to spam calls due to its 
low cost. Voice over IP systems, like e-mail and other 
Internet applications, are susceptible to abuse by 
malicious parties to initiate unsolicited and unwanted 
communications for telemarketing. Apparently, attackers 
generate a number of machine automated calls to launch a 
DoS attack. SPIT is similar to the email spaming problem 
which many Internet users face quite often. Although 
email spam will still be a big challenge in the future. The 
numerous solutions [10-15] proposed over the last few 
years have helped to mitigate the problem significantly. 

Many of the well-known techniques which are used for 
email spam detection fail completely in the context of 
VoIP due to many reasons. First, an email usually arrives 
at a server before it is finally downloaded by the user.  
 
 
 
 
 

Such a mail server can apply many filtering strategies. For  
instance, it can check whether the text body of the email 
mentions certain products. In contrast, recognizing human 
voices and to determine whether the message is spam or 
not is still a very difficult task. Additionally, the recipient 
of a call only learns about the subject of the message 
when someone is actually listening to it. Also from a 
user’s perspective, SPIT is quite different from e-mail 
spam. Although a spam email is nuisance, it is typically 
easy to delete such an email. But it can be very un-
productive if a regular email from a friend is considered 
spam and not delivered to a user’s inbox. Having said 
that, it may be tolerable if an email spam filter yields a 
large ratio of false negatives, but the filter should avoid 
false positives completely [16]. 

The work presented in this paper is related to the analysis 
and detection of threats encountered in Internet telephony. 
We record a large number of VoIP calls and extract 
certain input features for spam analysis using bloom filter. 
The results obtained from the bloom filter are further used 
as inputs to a Naïve Bayes (NB) classifier for spam 
detection.  

The rest of the paper is organized as follows. Section 2 
discusses the related work in the domain of spam 
detection. Section 3 describes our proposed framework 
for SPIT detection. Section 4 gives a brief overview of the 
data analysis through bloom filter. Section 5 describes the 
spam detection using Naïve Bayes classifier. Section 6 
discusses the performance evaluation of the proposed 
technique. Section 7 concludes the paper.  
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2.  RELATED WORK 

The relevant literature about spam detection demonstrates 
various techniques. In [17], SPIT detection is done 
through human telephony communication patterns. Turing 
test is used to differentiate between human and computer 
botnets. The two human communication patterns are 
discussed which are double-talk and call-start pattern. In 
double-talk, the fraction of time in which both caller and 
callee are in talking mode is checked. In start pattern, the 
proposed scheme checks the starting pattern by asking 
questions having very short answers. If the callee replies 
with a long answer for the question which has short 
answer expected, the Turing test will declare it a SPIT. 
The limitation of this technique is that it can detect spams 
in only machine generated calls.  

The authors in [18] propose a local centric approach based 
on signaling protocol analysis to counter SPIT. For 
detection purpose, they consider few facts, e.g., 
unidirectional spammers, validity of signaling routing 
data, termination of calls by the same conversation 
parties, and spammer does not call the same destination 
for some fraction of time. This solution detects external 
spammers on a recipient side. The counters are 
maintained for call setup and call termination in different 
time stamps. The simultaneous deviation of these counters 
indicate the spammers’ activity with respect to certain 
probabilities. However, false positives may lead this 
method to consider legitimate callers as SPIT. 

In [19], authors propose an AntiSPIT method based on a 
blacklist. This module takes input from Call Detail 
Record (CDR) and decides whether to put the caller in a 
black list or not. Although this method is simple, it could 
block legitimate callers too. 

The technique proposed in [20] uses a decoy to catch the 
spammers without their knowledge. In fact, this technique 
puts a decoy system in front of a server. The spammers 
treat the decoy as a server and their status are stored in the 
decoy. This solution is implemented in SIP Express 
Router (SER). The method is suitable for the IP 
Multimedia System (IMS) with strong authentication to 
avoid spoofing. However, this scheme performs well in 
the situation where two or more decoys are hit by a 
spammer. 

The authors in [21] compare different types of Naive 
Bayes to get the best choice of Naive Bayes for e-mail 
spams. Many machine learning algorithms are used for e-
mail spam filtering, e.g., support vector machines, 
boosting and Naïve Bayes classifier. The authors present a 
comparison between different Naive Bayes classifiers 
including multi-variate Bernoulli Naive Bayes, 
multinomial Naive Bayes, TF attribute, boolean attribute, 
Multi-variate Gauss Naive Bayes, and flexible Bayes. 

According to this work, the best results are obtained by 
the flexible Bayes and multinomial Naive Bayes with 
boolean attributes. 

The initial platform to use Naive Bayes in intrusion 
detection systems for VoIP threats is proposed in [22]. 
The detection process in this technique keeps track of 
request intensity, error response, number of destinations, 
SIP methods and response distribution of VoIP. However, 
this work can be further extended to detect SPIT. 

In [23], the consequences of SPIT attacks are highlighted. 
The first consequence described is space consumption due 
to voice messages. Second, employees’ disturbance in 
companies and the last one is a user’s service complaint. 
In [24-27], different solutions are proposed for some 
specific scenarios. 

3.  PROPOSED SOLUTION FOR SPIT DETECTION 

We consider the properties of various VoIP calls to detect 
SPIT. The high-level overview of our scheme is depicted 
in Figure 1.  

 
Fig.1: Two-step scheme for SPIT detection 

We calculate a call-completion-ratio by comparing the 
number of call initiation, successful acknowledgements 
and termination. The length of a call is measured by 
analyzing the call duration. Furthermore, nature of the 
calls is checked to confirm whether they are machine 
generated or (genuine) human calls. Our approach also 
detects the abnormally large number of calls (machine 
recorded or human) which exhaust the server resources 
and result in a Denial of Service (DoS) at victim’s side. 

4.   ANALYSIS THROUGH BLOOM FILTERS 

We use bloom filter in the first step of our proposed 
technique as described in Figure 2 and Figure 3. In this 
step, we need to gather the information regarding the 
callers. This step serves as an input to step 2 in which we 
use Naive Bayes to predict the probability of calls being 
SPIT. The bloom filter is a space-efficient technique used 
for probabilistic dataset for testing whether the element is 
a member of set or not. An empty bloom filter is a bit 
array of m bits, all set to 0. There must also be k different 
hash functions defined, each of which maps or hashes 
some set element to one of the m array positions with a 
uniform distribution. 
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Fig. 2: Generic structure of Bloom filter 

 
Fig. 3: Bloom filter modified for our proposed technique 

 

To add an element in the bloom filter’s array, we feed it to 
each of the k hash functions to get k array positions. We 
set the bits at all these positions to 1. Bloom filters have a 
strong space advantage over other data structures for 
representing sets, such as self-balancing binary search 
trees, hash tables, simple arrays or linked lists. 

Table 1 shows the statistics of the calls analysis with 
respect to their behavior. We count the number of 
requests and number of responses through bloom filter. 
This helps us to check the incomplete sessions of calls. 
We also count the probability of waiting calls, ongoing 
traffic sessions and number of maximum dialogues. These 
parameters help us to specify the respective probabilities 
to detect the SPIT calls. The bloom filter is used for this 
data collection. 

We calculate the probabilities of different frequently used 
SIP methods. These probabilities are shown in Table 2. 
This table shows the methods which are necessary for call 
completion, call cancellation, acknowledgement and 
registration. These probabilities help us to find the SPIT 
calls used as input in the second step of our proposed 
technique. Table 3 shows the probabilities of error 
response type. In SIP responses, the error could be client 
error, server error, global error, redirection, successful or 
provisional response. This step is based on the traffic 
analysis, and later we use this data to the next step of our 
proposed scheme. 

 

 

 

TABLE 1: SIP CALL DATA 
 

 Number of 
Requests 

Number of 
Responses 

Calls Waiting RTP  
Open ports 

Maximum no: of 
Dialogues 

0 -10 1 --- --- 0.8 1 
> 10 0 --- --- 0.2 0 
0 - 4 --- 0.2 --- --- --- 
> 4 --- 0.8 --- --- --- 

0 - 7 --- --- 0 --- --- 
> 7 --- --- 1 --- --- 

 
TABLE 2 : SIP METHODS FOR SPIT 

INVITE REGISTER ACK CANCEL BYE 
0.40 0.00 0.40 0.00 0.20 

 
TABLE 3 : SIP ERROR RESPONSES 

1xx 2xx 3xx 4xx 5xx 6xx 
0.30 0.00 0.05 0.20 0.20 0.05 

 

5.   NAIVE BAYES CLASSIFIER 

A Naive Bayes classifier is a simple probabilistic 
classifier based on Bayes theorem [28] with strong 
independence assumptions. Naive Bayes classifier 
assumes that the presence of a particular feature of a class 
is unrelated to the presence of any other feature, given the 
class variable. The success of Naive Bayes relies on the 
dependencies. Even if these features depend on each other 
or on the existence of other features, a Naive Bayes 
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classifier considers all of these properties to 
independently contribute to the probability of an item. 
Equation 1 shows the probabilistic model of Naïve Bayes 
classifier.  

)(
)()|(=)|(

eP
HpHepeHp  (1).

In equation 1, )|( eHp  represents the probability of 
instance e  being in class H (in our case this represents 
the probability of a call being legitimate or malicious), 

)|( Hep  is the probability of generating instance e  given 
class H , )(Hp is the probability of occurrence of class H , 
and )(ep  is the probability of occurrence of instance e .  

Depending on the precise nature of the probability model, 
a Naive Bayes classifier can be trained very efficiently by 
a supervised learning algorithm. In many practical 
applications, parameter estimation for Naive Bayes 
models uses the method of maximum likelihood. In spite 
of its simple design and apparently over-simplified 
assumptions, Naive Bayes classifier performs quite well 
in many complex real-world situations. Some analysis of 
the Bayesian classification [28] shows that there are some 
theoretical reasons for the apparently unreasonable 
efficacy of Naive Bayes classifiers. However, a 
comprehensive comparison with other classification 
methods [29] shows that Bayes classification is 
outperformed by more current approaches, such as 
boosted trees or random forests. However, the main 
advantage of the Naive Bayes classifier is that it only 
requires a small amount of training data (means and 
variances of the variables) to estimate the parameters 
necessary for classification. Since independent variables 
are assumed, only the variances of the variables for each 
class needs to be determined and not the entire co-
variance matrix.The training is quite easy to implement 
and just requires the (prior) conditional properties 
calculated from the offline data analysis.  

6.   PERFORMANCE EVALUATION 

We use Weka [30], a suit of machine learning software 
written in Java, for the performance evaluation of our 
proposed technique. It is a data mining tool used for data 
pre-processing, classification, regression, clustering, 
association rules, and visualization.  

We generate random data to check the records of VoIP 
calls to analyze SPIT. The gathered data includes total 
number of requests, responses, waiting calls, etc. We 
further use bloom filter to classify the SIP call data. We 
generate margin curves which show the difference 
between the probability calculated for the actual class and 
the probabilities calculated for the other classes. Margin 
curves also show the threshold curves of YES/NO 

(legitimate/malicious) class. The points illustrating 
prediction tradeoffs can be obtained by varying the 
threshold values between classes such as cost curves and 
cost-benefit analysis of YES and NO. This is particularly 
useful for the analysis of predictive analytic outcomes. 
The Naive Bayes classifier is applied to the data retrieved 
from the bloom filter. Figure 4 depicts margin curve of 
Naive Bayes. Figure 5 and Figure 6 show threshold curve 
of YES and threshold curve of NO, respectively. After 
comparing training data and actual data, Naive Bayes 
calculates the probability of the calls being SPIT based on 
the given information and predicts the future probabilities. 
Thus Naive Bayes classifier is able to detect the SPIT 
calls through the calculated probability based on the given 
SIP data. Figure 7 and Figures 8 depict cost-benefit 
analysis of YES and NO. Figures 9 shows cost analysis of 
YES and Figure 10 shows cost analysis of NO. 

 
Fig. 4 : Naive Bayes Margin curves 

 
Fig.5: Naive Bayes threshold curve of YES 

 
 
Fig. 6: Naive Bayes threshold curve of NO 
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Fig. 7: Naive Bayes cost-benefit analysis of YES 
 
 

 
 
Fig. 8: Naive Bayes cost-benefit analysis of NO 

 
 
Fig. 9 : Naive Bayes cost analysis of Yes 
 
 
 

 
 
Fig. 10: Naive Bayes cost analysis of No 
 

The proposed technique is easy to configure and does not 
require a special architecture or an additional hardware on 
the servers. It is cheaper than other proposed techniques 
in the sense that most of the existing solutions require 
Intruder Detection Systems (IDS), firewalls and detection 
devices at both server and client side. The proposed 

solution is memory-efficient due to the usage of Bloom 
filter. Future prediction through Naive Bayes works well 
to block SPIT. Few solutions have been proposed [31-35] 
for this problem, but they are less efficient than our 
proposed scheme as shown in our performance 
evaluation. 



35 
 

QUAID-E-AWAM UNIVERSITY RESEARCH JOURNAL OF ENGINEERING, SCIENCE & TECHNOLOGY, VOLUME 13, No. 1, JAN-JUN. 2014 

 
8. CONCLUSION 

SPIT is a growing threat to SIP based VoIP systems 
keeping in view that the email spam filtering is out of 
context in VoIP [35-39]. SPIT are harmful for the 
organizations and for the individuals too. In this paper, we 
have proposed a two-step solution for spam detection. The 
first step arranges the SIP data through a bloom filter, 
while the second step classifies the data to be legitimate 
or spam using a Naive Bayes classifier. We calculate the 
probability of the SIP calls being SPIT through a Naive 
Bayes classifier. At the same time, Naive Bayes helps to 
predict the future probability of a call being SPIT. The 
margin curve, cost curve and cost-benefit analysis verify 
the efficiency of Naive Bayes in our proposed technique. 
In future, we aim to compare different types of Naïve 
Bayes classifiers to further improve the accuracy of our 
proposed technique. 
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