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EXPERIMENTAL AND NUMERICAL INVESTIGATION OF PLANE AIR WALL JET:
AN APPLICATION TO VERTICAL REFRIGERATED DISPLAY CABINETS

Fareed Hussain MANGI ", Asif Ali MEMON**, Jean MOUREH """
ABSTRACT

Design of an energy efficient air curtain in particularly vertical refrigerated display cabinet has become a new
challenge. The classical air curtain in a closed circuit is a longitudinal jet of cold air blown through a nozzle and
sucked back by a longitudinal recovery arrangement. For a better understanding of the dynamics of air curtains,
complex and case specific geometries for a fully stocked refrigerated display cabinet can be reasonably simplified
to that of a plane air wall jet. A jet is said to be a wall jet, if it is blown near a wall, Wall jet has immense
applications in refrigerated display cabinets, Jet cutting, cooling through impingement, heat insulation, inlet
devices in ventilation, separation control in airfoils and film cooling of turbine, heating, ventilation and air-
conditioning and various industrial applications.

This study aims to develop an experimental prototype to study the interaction between plane air jet confining
cavity and a transverse cross-flow. To validate the proper working of the experimentally developed prototype
(especially energy efficient air curtain), in the first step an academic configuration was studied which is plane air
wall jet, where analytical solutions and experimental measures are available. In the prototype as well as for the
numerical investigation, the plane air wall jet was investigated by using two different nozzles of 4cm and 2cm
widths respectively through whom air is blown by the blower at 5m/s from top to bottom on a rectangular two
dimensional domain of 0.4x0.5 m* The obtained experimental measurements, using Laser Doppler Velocitymetry
(LDV), are compared to numerical results obtained by the commercial CFD code Fluent using different turbulent
models and correlations proposed in the literature for the mean velocity profiles, maximum velocity decay, flow
entrainment, friction coefficient and turbulence properties.

1. INTRODUCTION and [13].

Refrigerated Display Cabinet (RDC) is used since long
time with the purpose to display the refrigerated
foodstuffs forselling to the public. RDCs areused in
supermarkets, food stores, convenience stores and other
places where refrigerated or deep frozen foodstuffs are
sold. In a RDC, the products are cooled by means of
cold air flowing along the product. Alternatively the
product may be cooled by means of contact cooling
through the shelf or surface on which the product is
placed. A combination of both is also employed. An air
curtain is a planar jet of air with large aspect ratio
having higher momentum than its surrounding air, used
to separate the refrigerated foodstuffs inside the
Refrigerated display case from the outside warm air
having different characteristics and properties like
temperature, airborne particle, relative humidity, etc, in
the store. Therefore the outside warm air does not have
much influence on the refrigerated foodstuffs [8], [12]

Air curtains are in use in many applications, i.e.
Industrial climate control; air conditioned areas,
industrial oven openings, dust and humidity control,
mines, commercial entrances, cold storage (i.e.
Refrigerated display cabinets), etc. Air curtains are
often used in vertical directions and depending upon the
application, they may be spilled through a circuit, or
impinged on a surface located in the downstream of the
jet. They may be isothermal orthermally conditioned
depending upon the specific application [8].

The figure. 1 shows a classical air curtain view [5].
Here:

e H represents opening of the cabinet; and is
longitudinal distance between nozzle outlet and
mouth of recovery at suction mechanism;

e Ly represents longitudinal length corresponding to
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the cabinet length;
e B defines width of nozzle at origin;

e Vi is the velocity at the origin in the axis of air
curtain;

e M&: represents the mass flow rate of air at blower
and recovery;

e {1 is its temperature and X is the title of fluid
blown;

e Angle 'A’is the direction i.e. horizontal, vertical or
inclination of air curtain;

e t. and *. are the atmosphere of the store or shop;

e I, and X; are the internal atmosphere of the

display Cabinet.
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Figure 1: Air curtain (courtesy of Georges RIGOT
(2009)

For a better understanding of the dynamics of air
curtains, complex and case specific geometries for a
fully stocked refrigerated display cabinet can be
reasonably simplified to that of a plane air wall jet [4].

Jets are formed by the resultant differences of fluid
pressure between two large fluid masses in the
atmosphere or in confined places, particularly in the
mid and upper levels. A jet is said to be a wall jet, if it
is blown near a wall. In [11] a more formal definition
of the wall jet given by Launder and Rodi (1981) is
reported, "A shear flow directed along a wall where, by
virtue of initially supplied momentum, at any station,
the stream-wise velocity over some region within the
shear flow exceeds that of the external stream". Because
of diverse uses of plane turbulent wall jets in many

applications, e.g. Jet cutting, cooling through
impingement, heat insulation, inlet devices in
ventilation, separation control in airfoils and film
cooling of turbine, heating ventilation and air-
conditioning industrial applications, researchers are
very keen to evaluate wall jets from many aspects like
attempts to find scaling laws and correlations [1], [6],
[15] and [16].

Many experimental studies on wall jets have been
carried out by various researchers e.g. starting from
Forthmann (1934) and then followed by Zerbe and
Selna (1946), Tuve (1953), Sigalla (1958), Myers et al
(1961), Schwarz and Cosart (1961), Sforza and Herbst
(1970), Sforza (1977) and Awbi (1991), and by having
a good observation on these studies the formation and
behaviour of wall jet, as shown in figure. 2 [14].
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Figure 2: Characteristic Zones of Plane wall jet
(courtesy of Tapsoba)

The plane wall jet can be divided into four zones in
span-wise direction:

Zone 1 is called zone of potential core, here velocity
remains constant in a conical and central part at the
outlet of a jet. This implies that in this zone maximum
velocity is equal to the velocity at inlet.

Uu=U; 1)

In zone 2, flow is developed in the perpendicular
direction at the wall and can be distinguished in two
layers [18] and [19]. The layer near the wall is known
as boundary layer, and the layer formed on the side of
air is known as mixed layer. In this zone, axial velocity
decreases gradually according to the behaviour law:
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Zone 3 is known as radial zone, because of its semi-
circular velocity profile. This is characterized by a high
turbulent flux, and the maximum velocity in this zone is
inversely proportional to the axial distance:

U 1

U_<>C - 3

o
Zone 4is said to be terminal zone.It is a zone of rapid
diffusion in which velocity is relatively weak and tends
to zero. Wall jet growth is about 0.7 times that of the
free jet [15].There are also some empirical equations for
the wall jet growth proposed in the literature [17].

This study aims to develop an experimental prototype to
study the interaction between plane air jet confining
cavity and a transverse cross-flow. To validate the
proper working of the experimentally developed
prototype (especially energy efficient air curtain), in the
first step, an academic configuration was studied which
is plane air wall jet, where analytical solutions and
experimental measures are available. In the prototype as
well as for the numerical investigation, the plane air
wall jet was investigated by using two different nozzles
of 4cm and 2cm widths respectively through whom air
is blown by the blower at S5m/s from top to bottom on a
rectangular two dimensional domain of 0.4x0.5m2. The
obtained experimental measurements, using Laser
Doppler Velocitymetry (LDV), are compared to
numerical results obtained by the commercial CFD
code Fluent using different turbulent models and
correlations proposed in the literature for the mean
velocity profiles, maximum velocity decay, flow
entrainment, friction coefficient and turbulence
properties. This paper is organized as follows: in the
Section 2 experimental set up and problem description
are described, Section 3 is devoted to discuss the results
and discussions, Section 4 expresses the conclusion and
future prospective.

2. EXPERIMENTAL SETUP AND PROBLEM
DESCRIPTION

An overall view of the experimental set up is shown in
Figure 3. This consists of a prototype made up of
Plexiglas, usage of Plexiglas permits flow visualization
of the physically studied domain and also it permits
laser penetration to capture the seeded particles on the
flow, a centrifugal blower through which air is blown

from the top to the bottom (i.e. vertically) of the
prototype, an arrangement to accommodate the
honeycombs and grills with different sizes of holes in a
rectangular box through which turbulence intensity is
minimized and a smooth, regular and less distribution
of turbulence intensity at the nozzle exit is achieved, a
nozzle with width of either 4cm or 2cm is installed
vertically ( as we are interested here in vertical top to
down flow), the configuration which is adjustable for
testing wall jet as well as cavity flow (this is made
possible with a glass wall which can be adjusted
according to our requirements) to analyse the air jet,
and an air recovery system through which recirculation
is made possible, an arrangement through which oil is
stored to generate seeded particles during acquisitions,
and also a flow meter apparatus is installed to check the
inlet conditions (i.e. velocity and flow) before starting
acquisition. Wall jet is obtained by placing a wall of
glass at the nozzle exit as shown in figure 3, two types
of nozzles having different width (i.e. 4cm and 2cm)
were used to observe wall jet while air is blown
vertically from top to bottom and it is sucked back and

therefore it is re-circulated. All measurements are taken
by using Laser Doppler velocitymetry (LDV), with
different positions on X an Y axis.

Figure 3: Prototype
2.1. GRILLS AND HONEYCOMBS ARRANGEMENT

An arrangement of grills and Honeycombs with
different sizes of holes in a rectangular box is made
before the nozzle inlet. Purpose of this arrangement is
to reduce the turbulence intensity further more with this
we may get a smooth, regular and less turbulent flow
with minimum fluctuation of velocity at nozzle inlet. To
select the better setup, various configurations of
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different grills have diameters of holes 4.8mm, 3.2mm,
23mm, 1.7mm and 1.2mm and honeycombs having
diameter of holes 3mm were tested to observe the
turbulence intensities. The configurations were tested
with measuring velocity profiles of wall jet with nozzle
width of 2cm. Arrangements of grills and honeycombs
in a rectangular box before nozzle inlet are given
according to their placement from top to bottom in the
table 1:

Table 1: Tested Configurations of Honeycombs and
grills arrangement

SN

]

1#t Configuration | 2¢Configuration | 3Configuration | 4*Configuration | 5*Configuration

01 | Honeycomb | Honeycomb Grill Honeycomb | Honeycomb
(¢p=3mm) (¢p=3mm) (¢ =1.2mm) (¢p=3mm) (¢p=3mm)
02 Grill Honeycomb | Honeycomb | Honeycomb Grill
(¢ =4.8mm) (¢p=3mm) (¢p=3mm) (¢p=3mm) (¢ =4.8mm)
03 Grill Grill Honeycomb | Honeycomb Grill
(@=23mm) | (¢p=3.2mm) | (¢=3mm) (¢p=3mm) | (p=32mm)
04 Grill Grill Grill Grill Grill

(=17mm) | (p=1.7mm) | (¢=23mm) | (p=23mm) | (¢=2.3mm)
05 Gill Gill Grill Grill Grill

(=12mm) | (p=1.2mm) | (¢=17mm) | (p=17mm) | (¢=17mm)

Comparisons of turbulent intensity obtained are shown
in figure 4; the turbulence intensity changes with
changing in placements of grills with different sizes of
holes and honeycombs. As it is obvious entrainment is
responsible for most of refrigerating load in display
cases, so it is possible to decrease amount of
entrainment in air curtain therefore one can design an
air curtain which has less fluctuation in velocity thus
less turbulence intensity, keeping in view this
importance different arrangements of honeycombs and
grills were checked by wusing Laser Doppler
velocitymetry (LDV).

Turbulence intensity with different arrangements of
Honeycombs and grills

—e— First Configuration |

307 —=— Second Configuration
25 —a— Third Configuration
—»— Fourth Configuration
20 | —s— Fifth Configuration
X 15

10

5

[} ‘ :

[} 100 200 300 400 500
Y (mm)

Figure 4: Turbulence intensity function of placement of
honeycombs and grills

Figure 4, shows with first configuration the turbulence
intensity obtained is fluctuating between 0% and 5%,
but it is approximately constant between 200mm and
350mm along the y-positions. Second configuration
represents turbulence intensity between 0% and 5%,
and with this configuration it is observed that
turbulence intensity fluctuate span wise along y-
positions, while the other three configurations (i.e. 3
4™ and 5™ ) predict turbulence intensity above the limit
(i.e. 10% which is affordable), Therefore configuration
was selected for our experimental work.

3. RESULTS AND DISCUSSION

As described in earlier section, that 2D wall jet
configurations with two different nozzles with width

(b 0 ) of 4 cm and 2 cm respectively were analyzed.
For 4 cm configuration we used two different types of
meshes i.e. coarse mesh and fine mesh which are
generated with the GAMBIT software. The commercial
software FLUENT was used as solver. The coarse mesh
simulations standard wall function was selected. While
for the fine mesh enhanced wall treatment was used. To
validate the numerical results using LDV in the

prototype, nozzles of width (b 0) 4 cmand 2 cm
respectively were used.

3.1 BOUNDARY CONDITIONS

To investigate numerically the configuration as shown
in figure 5 the boundary conditions are defined
according to the physical problem description. The
right vertical and left vertical sidesof

0.4x0.5m? domain are defined as
walls.

Boundary Conditions Velocity Inlet
V=5m/s
1=1N04

Pressure Out let

Y=0.6

Y=05

Y=0.4
Wall wall
¥=0.3

¥=0.2

Y=0.1

Pressure Outlet

Figure 5: Boundary conditions in 2D wall jet
configuration
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As direction of jet is from top to bottom so some lines
are marked to observe flow characteristics from flow
developing region (i.e. Potential core) to the flow
development region. To obtain free wall jet, upper and
lower sides of the 2D configuration are considered as
pressure outlets. To avoid recirculation and vortex
formation, at the bottom near the jet and for the original
nature of the jet, a very small pressure difference
between two pressure outlets, which we have supposed
here as AP=0.1 Pa. Importance of this pressure
difference is illustrated in figure 6 and 7.

In figure 6 with AP=0, recirculation in the flow path
lines observed which does not resemble the wall jet
characteristics.

1.30e+03— — — ————— ——
1.23e+03
1.17e+03
1.10e+03
1.04e+03
9.74e+02
9.09e+02
8.44e+02
7.79e+02" =
7.14e+02 -
6.50e+02

5.85e+02

5.20e+02
4.55e+02

3.90e+02 _ g ——
3.25e+02 AT T T T s

2.60e+02 A A A AT o o e X
1.86e+0271 A A A A A A A A A A A A A A A A7
1.308+02 A A A A A A A A A A AAA AT A A A
6.49e+01 / / <
000e+00 4 A A A AAAAAAAAAAAAAAAAA =

L Ll L] L / [

L

Figure 6: Flow path lines with AP=0 Pa

After applying AP=0.1Pa, figure7shows that there is
no more recirculation in the jet.
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Figure 7: Flow path lines with AP=0.1Pa
3.2. MESH

Two types of meshes were generated i.e. Coarse Mesh
and Fine mesh by using commercial software

GAMBIT.
Coarse Mesh Fine Mesh LTI

First cell 3mm First cell 50mm

Figure 8: Mesh types used for the 2D wall jet
configuration

Coarse mesh was generated to obtain global
information of the expected results, while the Fine mesh
was generated to obtain specific and detailed
information. Coarse mesh was generated by using first
cell 3 mm, and total number of cells is 15230, the fine
mesh for 4cm nozzle width configuration was generated
first cell as 50pmm and total number of cells are 38904,
and for the fine mesh using 2cm nozzle width
configuration mesh was generated by using first cell as
50 pm first cell and total number of cells are 89000.
The meshes are shown in the figure 8. To validate these

meshes it is very important to calculate ¥ * at wall, to
confirm  either it respects the  numerical
recommendations or not, which is shown in the figure
(9 a) and (9b).In figure 9a we can observe that the value

of Y * increases with respect to distance from 2.5 to 36
maximum while for the coarse mesh it is affordable up
to 100. Similarly while having a look on figure 9b the

value of Y * increases with respect to distance and it
lies between 0.9 and 1.3 maximum while for the fine
mesh it is affordable up to 5.

360e+01 1 [ wal 1

3.40e+01

3.20e+01
Viall 300e+01
Yplus

280e+01 -

260e+01

2 40e+01 T T T
o 01 02 03 04 05 0e o7

Position (m)

Figure 9a: y plus for coarse mesh
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Figure 9b: y plus for fine mesh

3.3. COMPARISONS OF CONFIGURATION HAVING 4
CM NOZZLE WIDTH (COARSE MESH)

3.3.1. MEAN VELOCITY PROFILES (COARSE MESH:)

‘When the wall jet develops, its velocity is reduced and
it expands normal to the wall. The behaviour of
maximum velocity (U,,) and half-width (b) is used to
investigate the decrease in the velocity and normal
expansion to the wall. A good agreement between the
mean velocity profiles measured in this work (i.e. both
experimentally and numerically) and those obtained by
[3] also reported by [18]. The velocity profiles of both
configurations (i.e. with nozzle width 4 cm and 2 cm
respectively) obtained by FLUENT using six different
turbulent models to validate with the LDV results are
plotted at different Y-positions. Figure 10a represents
velocity profile at y-position = 2.5 c¢m therefore at an
aspect ratio (¥/6=0.625) which is just 2.5 cm below the
nozzle exit. Rectangular shape velocity profiles are due
to a fact that at this point flow is not developed, this
location is potential core. Figure 10b illustrates that
how jet starts developing and the rectangular shape of
velocity profiles begins to change in semi-circular
shape. The numerical results are in good agreement
with the LDV results, Reynolds shear stress model
(RSM) and Standard K-epsilon (SKE), and are much
closer to the experimental results than other turbulent
models, and give relative error less than 5%. Figure 10c
illustrates velocity profiles of developed region and we
have obtained almost identical curves of LDV results as
well as the numerical results. Figure 10d also shows a
good agreement in the curves of numerical and LDV
results. The comparison with data in [3] is also made,
the difference between data of [3] and our experimental
data is due to the difference between aspectratio. Aspect
ratio at this point as Y/b = 8.625, while in the [3]

minimum aspect ratio of 21.7 is used. All models seem
to be in good agreement with experiments performed
using with Laser Doppler Velocitymetry (LDV).

Velocity profile coarse mesh (Nozzle width b0=4cm) at Y=0,025m
1

[—Q—LDV —a—RKE RNGKE RSM —x—SKE —e—SKW ——SSTKW

Figure 10a: Velocity profiles at potential core

Velocity profile coarse mesh (Nozzle width b0=4cm) at Y=0,185m

15
09 - KX
08
0,7

£ 06 %

205 %

= 04
03 |
02 1
0,1

I+LDV+RKE RNGKE RSM —x— SKE —— SKW —— SKW

Figure 10b: Velocity profiles (Coarse mesh) at y=18.5
cm

Velocity profile coarse mesh (Nozzie width b0=4cm) at Y=0,265m
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——LDV —s—RKE (wall fn) RNGKE(wall fn)  RSM(wall fn)
—%—SKE(Wall fi) —e—SKW(Wall fn) —— SST(wall fn)

Figure 10c: Velocity profiles (Coarse mesh) at y=26.5
cm

QUAID-E-AWAM UNIVERSITY RESEARCH JOURNAL OF ENGINEERING, SCIENCE & TECHNOLOGY, VOLUME 12, NO.1 JAN - JUNE, 2013



Experimental and Numerical Investigation of Plane Air Wall Jet: An Application to Tertical Refrigerated Display Cabinets ISSN 1605-8607

or B
06 |
05 |
04
03 |
02 1
01
0

U/Um

0 05 1 x/b 15 2 25

——LDV —=— RKE(wall fn) RNGKE(wall fn) RSM(wall fn)
—x— SKE(wall fn) —e—SKW(wall fn) —+— SSTKW(wall fn) —— Forthmann

Figure 10d: Velocity profiles (Coarse mesh) at
y=34.5cm

332 MAXIMUM VELOCITY DECAY (COARSE
MESH)

Figure 11 illustrates the maximum velocity decay at y-
positions.Results are compared with an analytical
equation for developed flow which is proposed in [15].

MAXMIMUM VELOCITY DECAY COARSE MESH (Nozzle width=4cm)
1,05 '|' ®
1 T )
0,95
09
0,85
08 -
0,75
0,7
0,65 -
06 - T T T

0 5 1 1 20 25 3
0 Ylb05 0

‘—O—THEORI'HCAL —=—RKE RNGKE RSM —x— SKE ——SKW —+— SSTKW ——LDV

=3
=2
=

£
=

Figure 11: Maximum Velocity decay (Coarse mesh)

Um x
=3.5/4/x1b, For 7 up to 100 4
0

0

Similarity in curves is observed according to the
correlation proposed. However, due to small aspect
ratio (y/b) of 15 in our case, it could not be compared
for larger aspect ratios. Reynolds shear stress (RSM)
and Standard K-Epsilon turbulence models have good
agreement with both LDV within five percentof
standard deviation.

3.3.3. JET ENTRAINMENT (COARSE MESH):

Jet entrainment is compared with an equation proposed
in[18],

= — 0.8
2 _1+0.04 X +0.0046 (LJ } (5
QO bO bO

In figure 12 both numerical and LDV results show
better accordance with the equation. All numerical
models show good agreement with the LDV results
with 5% of maximum deviation, where Reynolds shear
stress model (RSM) is closest to LDV results.

Jet entrainment Coarse Mesh (b0=4cm)

0 2 4 6 8 10 12 14

—a—Q/Qnot = RKE RNGKE RSM - SKE - SKW SSTKW —=—LDV

Figure 12: Jet entrainment (Coarsemesh)

Considering the anisotropy of the turbulence, RSM is
an appropriate model for predicting the flow structure
precisely.

3.34.. COEFFICIENT OF FRICTION (COARSE MESH):

An equation given by Sigalla (1958) is reported in [15],
. 7, _ 00565
Cf - ( 2 - 1/4

pUZI2)  (Umd/v)

6

In figure 13 coefficients of friction obtained
numerically are compared with the equation (6); all
turbulent models show good agreement with it.It was
not possible to determine the coefficient of friction
experimentally because with LDV it is not possible to
measure velocity at few pm of wall.

Coefficient of friction Standard Wall function (b0O=4cm)

0,012 -
0,011 - } R
0,01

0,009
0,008 -

5 0,007 -
0,006 | _____ oo
0,005
0,004 -
0,003 -
0,002

o 0,1 0,2 0,3 04 0,5 0,6 0,7]
Y (Positions)

—o—Sigalla RNGKE RSM ——RKE —+— SKE —— SKW SSTKV%

Figure 13: Coefficient of friction (Coarse mesh)
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3.4. COMPARISONS OF CONFIGURATION HAVING 4 CM
NOZZLE WIDTH (FINE MESH)

3.4.1. MEAN VELOCITY PROFILES (FINE MESH)

Mean velocity profiles are compared for a refined mesh
in a similar way as previous. The numerical results are
compared with the same LDV results with whomthe
results were compared for the coarse mesh.Figure
14apresents velocity profile at y-position=0,025, same
position on which we have already discussed the coarse
mesh case. Good agreement between numerical and
experimental results was observed.With a changed
mesh some variations wereseen in the Standard K-
Omega turbulent model, where velocity does not
diminish according to experimental and other turbulent
models.Figure 14b this velocity profile shows some
rectangular and semi-circular mixed shapes, because
after the potential core jet starts to develop. At this y-
position a good agreement between numerical results
and experimental results is also observed, except
standard K-Omega. Figure 14c also shows the velocity
profile at developed flow. LDV and numerical results
coincide with each other, except standard K-Omega
which shows some agreement while velocity increases
but becomes constant at U/U,, =3. In figure 14d, data
given in [3] was also added to see the similarity in
curves. As we have already discussed that the
difference in profiles is due to large aspect ratio which
was used by Forthmann in 1934, otherwise both
numerical and experimental results coincide with each
other except the standard K-Omega turbulent model.

Velocity profile Fine mesh (Nozzle width b0=4cm) at Y=0,025m

1 -

0 05 1 xb 15 2 25

——LDV —=a— RKE{fine mesh) RNGKE(fine mesh) RSM(fine mesh)
—x—SKE(fine mesh)  —e— SKW(fine mesh) —— SSTKW(fine mesh)

Figure 14 a: Velocity profiles at potential core (Fine
mesh)
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Figure 14b: Velocity profiles (Fine mesh) at y=18.5 cm

Velocity profile Fine mesh (Nozzle width b0=4cm) at Y=0,265m
1

0,9
08 |
0,7 |
0,6 |
05
04
03 1
0,2 §
0,1

0

U/Um

0 0,5 1 x/b 15 2 25

—e—LDV —=— RKE{(fine mesh) [fine mesh) RSM(fine mesh)
—x— SKE(fine mesh) —e— SKW(fine mesh) —— (fine mesh)

Figure 14c: Velocity profiles (Fine mesh) at y=26.5 cm
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Figure 14d: Velocity profiles (Fine mesh) at y=34.5 cm
3.4.2. MAXIMUM VELOCITY DECAY (FINE MESH)

Figure 15, which show a good agreement in maximum
velocity decay of experimental and numerical results

with equation (4). SKE, RSM and Standard K Omega
turbulent models are closer to the LDV results.
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MAXMIMUM VELOCITY DECAY FINE MESH (Nozzle width=4cm)
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Figure 15: Maximum Velocity decay (Fine mesh)
3.4.3. JET ENTRAINMENT (FINE MESH)

Figure 16 illustrates numerically obtained jet
entrainment compared with the equation (5) and LDV
results. A good agreement wasobserved between all
turbulent models and LDV results with maximum 5%
standard deviation.

17 - Jet Entrainment Fine Mesh ( Nozzle width bO=4cm)
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Figure 16: Jet entrainment (Fine mesh)
3.4.4 COEFFICIENT OF FRICTION (FINE MESH):

Figure 17 illustrates the comparison between the
equation (6) and numerical curves of coefficient of
friction. RSM, RNGKE and SKE turbulent models are
much closer to the theoretical curve.

Coefficient of friction Fine Mesh(b0O=4cm)
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Figure 17: Coefficient of friction (Fine mesh)

3.4.5. Y-PLUS

Velocity distributions in the boundary layer region of
plane wall jet are plotted in figure 5.15. This graph is
drawn at y-position= 0.3 m, where from Y'=10 the
curves obey the log law

U yU

= 5.6 log(
. v

=)+ 4.9 and from Y'=1 to

Y*=10the curves are concave in shape [9] and [10].

YPLUS VS UPLUS (FINE MESH b0=4CM)
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Figure 18: Y* Vs U* (Fine Mesh nozzle width by= 4cm)

Turbulent models RSM, SKE are much closer than the
other models to the line of log law.

3.5. COMPARISONS OF CONFIGURATION HAVING 2
CM NOZZLE WIDTH (FINE MESH)

3.5.1. MEAN VELOCITY PROFILES:

For the configuration of 2 cm nozzle width the same
comparisons were also made. Figure 19 shows
behaviour of velocity at y-position=0.345m. Thisprofile
is at flow developed region and all turbulent models
have shown good agreement with LDV results as well
as with data given in [4].

Velocity Profile Fine Mesh (Nozzle width b0=2cm) Y = 0,345m

0,1

——LDV —=—RKE RSM SKE —»—SKW —— SSTKW —— Forthmann ‘

Figure 19: Velocity profiles (Fine mesh bO=2cm) at
y=34.5cm
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SKE and RSM are closer than the other turbulent
models to the LDV results. RSM model improves the
prediction of the velocity level in the jet and in some
special cases it may influence the entire flow in the
occupied zone [2].

3.5.2. MAXIMUM VELOCITY DECAY:

Maximum Velocity Decay (Nozzle Width b0O=2cm)

Y/b0
[—Q—SSTKW —— SKW SKE ~©— RSM —%— RNGKE —A— Theoritical —— LDV

Figure 20: Maximum Velocity decay (Fine Mesh b,
=2cm)

Like previous cases, maximum velocity decay curve is
found to be in accordance with the equation (4) and
LDV results. Figure 20 shows the maximum velocity
decay curve of configuration having 2 cm nozzle width.
All turbulent models are found to be in good
accordance with the equation (4) and LDV curves. LDV
curve is between RSM and SKE curves.

3.5.3. JET ENTRAINMENT

Jet Entrainment (Nozzle width b0=2cm)
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Figure 21: Jet Entrainment (Fine Mesh nozzle width
b, =2cm)

Figure 21 illustrates the comparison between equation
(5), LDV results and numerical results for the Jet

entrainment. A good agreement was observed between
all turbulent models and LDV results with maximum
5% of standard deviation.

3.5.4. COEFFICIENT OF FRICTION:

Figure 22all turbulent models follow curve of the
equation (6) with a slight difference from nozzle exit.
This may be due to the fact that all theoretical equations
are valid for developed flow regions.

Coefficient of friction ( Nozzle width b0=2cm)
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0,011 -
0,01 -
0,009
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Figure 22: Coefficient of friction (Fine Mesh nozzle
width &0 =2cm)

RNGKE, RSM and SKE are very close to the
theoretical curve in flow developed region.

3.5.5. Y-PLUS

YPLUS VS UPLUS (FINE MESH b0=2cm)

UPLUS

1 10 100 1000
YPLUS

—+—RKE —=— RNGKE RSM SKE —%—SKW ——SSTKW —&—Log law ‘

Figure 23: Y* Vs U* (Fine Mesh nozzle width by= 2cm)

Velocity distributions in boundary layer region of plane
wall jet are plotted in figure 23. Turbulent models SKW
and SSTKW are over predicting the log law, while the
other four turbulent models have good agreement with
the log law line.
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4. CONCLUSION AND FUTURE PROSPECTIVE

The study on wall jet was performed on two different
configurations of nozzle width 4cm and 2cm
respectively. With the obtained results of plane wall jet
tested in prototype by using Laser Doppler
velocitymetry (LDV) and analytical results were used to
validate numerical results of turbulent models obtained
by using a commercial code FLUENT. A good
accordance was obtained between experimental,
numerical and analytical results by comparing their
velocity profile, maximum velocity decay -curves,
amount of jet entrainments, coefficients of friction
curves and velocity distributions in boundary layer
regions. From the numerical point of view it was also
concluded that use of fine mesh gives more accurate
results than the coarse mesh. As for as turbulent models
investigated numerically by using commercial code
FLUENT almost found with good agreement with
experimental and analytical results. The turbulent
models SKE and Reynolds shear stress model (RSM)
were in better accordance with the LDV results as
compared to other four models.

Experiments are performed to analyze cavity flow with
varying degree of cavities resembling vertical display
cabinets with LDV and PIV techniques to validate
numerical simulations. Moreover this prototype is
designed to observe the cross-flow characteristics
(which will be tested in near future) applied to RDC.
Therefore, another blower will be blown horizontally to
see the perturbation behaviour with the vertically blown
air, so called air curtain. The objective is to decrease the
entrainment rate which is a main factor influencing on
refrigeration load. This may be helpful for designing an
energy efficient air curtain.
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WEB SUSCEPTIBILITIES AND THEIR PREVENTION IN PAKISTAN
Ali Raza Bhangwar, Pardeep Kumar, Adnan Ahmed
ABSTRACT

The use of Internet in Pakistan has increased dramatically over the last years. Several organizations whether they are
related to government, private, education or commercial sector use websites to provide required information to their
visitors/customers. However, the detail study of such websites suggests that the web developers mostly ignore the
security issues and just concentrate on how to make the website attractive. Several such websites are easily vulnerable
to the major web security attacks such as SQL injection, cross site request forgery, scripting and tracing, denial of
service, buffer overflow, etc. This research work attempts to identify the web vulnerabilities present in Pakistani
websites by using the penetration techniques, proposes a suitable solution to these vulnerabilities and presents the

statistical data of several websites from different sectors in a graphical form.

1. INTRODUCTION

Many organizations in Pakistan are now using Internet to
provide the required information to the public and to
expand their publicity and growth. As Internet has
become the backbone of the information exchange in
today’s world and offers new opportunities to the
businesses and individuals, its utilization in Pakistan is
also increasing on the daily basis.

The arrival of web 2.0 and AJAX have further
significantly improved the world of Internet where the
user could interact in real time. At the same time, they are
susceptible to the several security vulnerabilities and have
opened the new windows for the hackers. The researchers
are constantly working on the security flaws and trying
their best to minimize the consequences of the security
flaws. Whereas the attackers are as skilled as the security
experts so the attackers are also constantly working on it
and finding the new ways to exploit these security flaws.

With the fast growth of Internet and the swift transition
from the traditional to the web based approach, many web
developers significantly ignore web application’s security
issues and mainly focus on developing attractive websites
for the customers. In result, they develop web applications
with variety of vulnerabilities, some of them are enlisted
in [10] and [11]. In result of that, the malicious users
always try to take advantage and exploit these
vulnerabilities.

Various organizations in the world, particularly in the
developed countries, are now involved in providing
awareness for these vulnerabilities by publishing a list of
top vulnerabilities every year and by providing their
solutions and by implementing them. But in Pakistan very
less attention has been paid to the web security, its
vulnerabilities and implications. This paper is therefore an
attempt to provide awareness and susceptibilities
regarding the web security in Pakistan and their tentative
solutions.

Penetration testing is the well-known method of auditing
the websites for security breaches. It is basically a
combined approach of knowledge, skills and experience.
It analyzes the website for security breaches by attacking
the website with the same analogy as the attackers do.
After identifying the vulnerabilities, penetration tester
provides necessary solutions to the identified
vulnerabilities. This work basically uses the penetration
technique to identify and then propose solution to the
several web vulnerabilities.

This paper is organized as follows: Section 2 provides the
detail of the penetration techniques and Section 3 presents
the research methodology that has been used to identify
the security vulnerabilities. Section 4 presents the
different vulnerabilities that have been identified for the
several websites in Pakistan. Section 5 shows the related
work in the domain whereas the last Section 6 concludes
the overall research work and presents some proposed
recommendations.

QUAID-E-AWAM UNIVERSITY RESEARCH JOURNAL OF ENGINEERING, SCIENCE & TECHNOLOGY, VOLUME 12, NO.1 JAN - JUNE, 2013 14



Web Susceptibilities and their Prevention in Pakistan

2. SECURITY PREVENTION TECHNIQUES IN
DETAIL

This section briefs the web vulnerabilities; there detail
discussion is given in [1], [3] and [9]. Here we mainly
focus on the prevention techniques for those security
concerns. The major web vulnerabilities and their
prevention techniques are given below

2.1. SQL INJECTION

Because of SQL Injection’s popularity, it is the most
discussed vulnerability by the different authors and they
have suggested different solutions to the same
vulnerability [2], [3] and [4]. We in this paper focus on
code level defense. The code level defense method is the
most common and efficient technique since all other
defensive techniques need to use this technique at the end.
One of the fundamental assumptions of SQL Injection
vulnerability is the dynamic building of SQL query. The
alternative method of dynamic building SQL query is to
use parameterized statements [4].

2.1.1. PARAMETERIZED STATEMENT

Parameterized statements are the place holders whose
value is replaced at run time. Almost every programming
language now supports parameterized statement. As an
example we have taken a vulnerable query as shown in
Figure 1 [4], which take user’s inputs and generate
dynamic SQL query, and then focus is made on how to
secure it with the use of parameterized statements, for
readers who want to read further on prevention of SQL
Injection can read article [8].

Username = request(“username’)
Password = request(“password”)

Sql = “SELECT * FROM users WHERE Username=""+
username + “” AND password ="+ Password + “*”

Result = Db.Execute(Sql)

If (Result) /*suceesful login */

Figure 1: Vulnerable SQL Query [4].
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The above mentioned query takes user input and
processes it for execution without sanitizing it.

The secure version of above mentioned example with the
help of parameterized statements is as given in Figure 2 [4].

sqlConnection con = new SqlConnection (ConnectionString);

string Sql = “SELECT * FROM users WHERE
username=@username” + “AND password=@password”’;

cmd = new SqlCommand(sql, conn);

//Add parameters to SQL query

cmd.Parameters.add(“@username”,  // name
SqlDbType.NVarChar, // data type
16); // length

Cmd.Parameters.Value(“@username’) = username; // set
parameters

Cmd.Parameters.Value(“@password”) = password; // to
supplied value

Reader = cmd.ExcuteReader( );

Figure 2: Parameterized SQL Query [4].

The parameterized statements not only provide an
alternative for dynamic SQL building but also
additionally checks for length and type of the input
received. Username and password fields are now safe and
will be checked that it contains a valid username and
password and whether its type is correct along with the
length. Request will be rejected if the input received will
not match the required constraints.

2.1.2. INPUT VALIDATION

It’s a method of analyzing the inputs the application gets
against predefined set of inputs. The idea is to check all
the received inputs which application might receive and
process them if inputs are validated, if inputs differs from
pre-defined set of inputs must be rejected. Researchers
have suggested different techniques for input validation
[51, [6], and [7], but the best method to sanitize inputs is
to use regular expressions [7]. An example of validating
inputs in C# programming is given in Figure 3 [4].
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<asp:textbox id="username” runat="server”/>

)

<asp:RegularExpressionValidator id="usernameRegEx
runat="server” ControlToValidate="user-name”
ErrorMessage="Username must contain 8-12 letters only.”
ValidationExpression="“"[a-zA-z]{8,12}$” />

Figure 3: Input Validation on .NET [4].

2.1.3. STORED PROCEDURES

Stored Procedures is a collection of statements in
compiled forms within the database, it can significantly
reduce the risk of SQL Injection vulnerability, as it gives
restricted permission to access the data from the database.
So if SQL Injection vulnerability is found, the attacker
cannot change important information within the database
if access permission is set properly by the developer. It
may be noted that in some situations Stored Procedures
alone may not protect from SQL Injection vulnerability,
therefore it is best practice and suggested by Microsoft to
use Parameters with Stored Procedures [16].

2.1.4. OUTPUT ENCODING

Output encoding is the process of safely handling the
outputs which are about to be returned by the application in
response of the request made, as it happens that sometimes
the data supplied by the user will be processed by the
application for output, therefore any malicious data which
simply gets returned by the application for output
processing can lead to potential SQL Injection. Therefore,
it is necessary that whatsoever data is supplied to database
must be encoded. In SQL encoding is done as: sql =

nmin llvlu),

sql.Replace(" " ", o
2.2. CROSS SITE SCRIPTING

Cross Site Scripting (XSS) is one of the most exploitable
of all web attacks; XSS web vulnerability allows an
attacker to inject a malicious code into the website which
causes the visitors of the website to be the ultimate victim
of the attacker. It was first observed by the CERT and
stood 2nd position at OWASP for 2010 list. XSS
vulnerability has victimized approximately 80.5% of all
web attacks published by Symantec in 2008 [17]. There
are two types of XSS vulnerability as given below.
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2.2.1. PERSISTENT CROSS SITE SCRIPTING

Persistent XSS is sometimes called stored XSS, this
vulnerability gives the attacker a chance to upload his
data at the server and will be exploited when other users
visit same website. Persistent Cross Site Scripting is
explained with help of Figure 2.7 taken from [9] in which
an attacker exploits stored XSS vulnerability and hijack
user’s session by submitting his malicious payload.

5. Attacker’s 1
JavaScript |
executes in

user's browsel 6. User’s browser sends session token to attacker

User Attacker

Figure 4: Steps Involved in Stored XSS Attack.

2.2.2. NON-PERSISTENT CROSS SITE SCRIPTING

Non persistent cross site scripting is also called reflected
XSS sometimes, another severe form of XSS vulnerability;
this vulnerability takes the advantage of weak input
validation of the web application. Unlike persistent XSS
in which JavaScript is saved in the database, in this type,
JavaScript is sent with the request to the vulnerable web
application by the victim. The whole scenario is explained
with the help of Figure 5 taken from [9].

v
Q& v
& 5\5 %,
& N (N
& 4
& & %
3 O %,
o é;b & & ©
& S %,
s & %
\\‘;' A O
, & & ?,
it qg*\,\ 2
5 Aftacker's € w. %&"
JavaScript ¥
executes in
user’s browser 2. Attacker feeds crafted URL to user
6. User’s browser sends session token 1o attacker
User Attacker

Figure 5: Steps Involved in Reflected XSS.
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2.3. PREVENTING CROSS SITE SCRIPTING

The root cause for XSS vulnerability is un-sanitization of
user inputs, In order to mitigate Reflected as well as
Stored Cross Site Scripting it is necessary to find out all
those insertion points in the website which takes user
inputs and copy that input into response and sanitize all
the inputs. Although there are other solutions suggested
by the different authors but defensive coding practice [9],
and [17] is more appropriate for defending against XSS.

2.3.1. INPUT VALIDATION

Input validation is the method for accepting all the inputs

which the application developer thinks are good.

Following are the few points to be noted when validating

inputs.

e Data must be validated for permitted length that the
data has not exceeded the length that the input field
expects.

e Data must be checked for the permitted characters in
the input field.

e Last but not the least is that the data must match with
the particular regular expression

e The best defense against input validation is the use of
Regular Expression

2.3.1. OUTPUT VALIDATION

Output validation is the process of HTML encoding the
input returns in response by the application to request
made by the end user. HTML encoding sanitizes the
inputs for harmful characters by replacing the character
with their equivalent objects. HTML encoding ensures
that the inputs received will not harm the application logic
and will be treated in right manner. The HTML encoding
for the few characters which are well known malicious
characters are as:

= > &quot;
G > &apos;
& > &amp;
< > &alt;
> > &gt;
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2.4. CROSS SITE REQUEST FORGERY

Cross Site Request Forgery (XSRF) sometimes called
one-click attack is a web vulnerability which allows an
attacker to send arbitrary request on behalf of user, it
takes the advantage of both at server side as well as at
client side’s browser weak security mechanism. In XSRF
attack attacker send JavaScript embedded in the link to
the valid user of the website which is vulnerable to XSRF
attack. The user is unaware of the attack and the
vulnerable website is trusting on the request made by the
user browser, as the requests are coming from trusted
user’s browser therefore server must respond to these
requests, Server in this case is unable to identify whether
the request is made by the user is a valid request?.
Because request is coming from user’s browser so there is
no conformation about the request made and server
blindly believes on the request which is coming from the
user’s browser. XSRF vulnerability had been exploited by
the attackers on some major website such as YouTube,
eBay, New York Times, ING Direct, Meta Filter [13].
The explanation of forged request is mentioned in the
Figure 5 [13].

Authenticated session

Figure 6: Cross Site Request Forgery attack.

2.5. CROSS SITE REQUEST FORGERY
PREVENTION

XSRF Attack only occurs when the server is unable to
distinguish whether the request is made by the trusted
user which is coming from his browser with the session id
issued by the server. In order to stop the exploiting this
vulnerability there is a need of special measures which
must be taken when making each request to the server.
Researchers like [13], [14], [15], and [18] suggested some
prevention measures. The prevention measures suggested
by [13] are mentioned here. The author has proposed two
solutions to this attack:
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2.5.1. SERVER SIDE TOOL

The idea behind this tool is that each request made by the
user browser must be validated by the server for its
authenticity. The author has proposed that a
pseudorandom number must be generated by the server
which will be stored in the user’s cookies as well as in the
form’s hidden filed. Whenever any request is made by the
browser via POST method, the form must contains the
pseudorandom number within form’s hidden field and
also in the cookies which as per Same Origin Policy
cannot be altered. In this method whenever an attacker
wants to send any request via the browser of trusted user
to the vulnerable website, attacker must have to obtain the
hidden pseudorandom number that is to be sent to the
server and when server receives any request from the
trusted user it must validated both filed for pseudorandom
number in the form’s hidden field as well as in the
cookies if both match then request is valid otherwise it is
invalid.

2.5.2. CLIENT SIDE TOOL

To protect a user from being the victim of XSRF attack,
author has developed a plugin which will protect user
from many of the XSRF attacks. The author has
implemented this tool as the Firefox extension.

2.6. CROSS SITE TRACING

As discussed earlier that the aim of the attacker in XSS is
to hijack user session via getting access to the cookies by
any means. In order to stop cookie theft via
document.cookie property, Microsoft in 2002 introduced
a feature namely HttpOnly. This feature successfully
defended the theft of cookies via document.cookie
property. The attacker who wants to capture user’s
cookies in order to hijack user session need to find
another way of accessing cookies, as HttpOnly does not
allow any JavaScript to get access to the cookies. Cross
Site Tracing (XST) is a method which is capable of
steeling cookies while HttpOnly feature is in use. White
hat security experts after few weeks of introduction of
HttpOnly feature, tried to analyze this feature and found a
way of accessing a cookies without document.cookie
property, the method used by the security expert was the
TRACE method which is used for debugging and analysis

ISSN 1605-8607

purpose, by-default enabled on various web servers. Trace
method responds to the request made by the user, it
replies with all the fields requested by the browser. So if
the attacker uses a JavaScript to issue a trace request from
user’s browser then the request will be responded by the
server with the cookies while HttpOnly feature in use.
The attack scenario is discussed in detail in this article
[16]. The Figure 6 [16] shows the trace method issued for
accessing cookies. It is to be noted that, it is not necessary
that every TRACE request method will always bring you
with the cookies it only works on those web server which
supports this feature.

X
TRACE [ HTTP/11
1\ ccepts o

Accept-Language: 151_319beeb5231;q=0.0,152_848399748¢2;qm0.0,153_S02404¢595;w0.0
Referer:

Accept-Encoding: gaip, deflate

User-Agent: Moallaj4,0 (compatible; MSIE 6.0; Windows NT 5.0)

Host:

Content-Length: 0
Connection; Kesp-Alve
CachsCootuoh

je: SWID=00ES7808-83F4-4CES-ED42-8007E44C4291; DETECTm] 0,08 143645821 9465698404

Figure 7: Trace Method for Accessing Cookie.

2.7. XST PREVENTION

There are some general recommendations for preventing
the XST attack discussed by the WhiteHat security
Experts in this article [16].

e Deactivate the TRACE request method on
webservers.

e ActiveX Controls should not be used for scripting.

e Web browsers must be updated so that it can give
sufficient protection against domain restriction
bypass flaws.

e Users must be educated about disabling the TRACE
on web Servers.

3. RESEARCH METHODOLOGY

Data
Collection

Audit with Analysis Recommen-
W3AF o dations

Figure 8: Research Methodology.
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3.1. DATA COLLECTION

In order to audit, the most famous websites of Pakistan
have been enlisted and divided into three different sectors
and equal number of websites from each sector has been
chosen so that results may be compared with each other in
order to highlight the most vulnerable sector among them

3.2. AUDIT WITH W3AF

In order to conduct penetration test, some penetration
scanning tools are required. There are various scanning
tools available in market some of them are open source
and some of them are business version which can be
purchased. w3af tool has been used for scanning. w3af
has different types of plugins some of which are
explained in later section.

3.2.1. DISCOVERY PLUGIN

Discovery plugin is responsible for finding new URL,
forms and other “Injection points” this plugins works like
web spider, at input field discovery plugin takes URL and
in return discovery plugin gives Injection point.

3.2.2. AUDIT PLUGIN

The Injection points find out by the discovery plugins will
be received by the Audit Plugin, and the audit plugin will
perform testing so that it can identify the vulnerabilities
by sending specially crafted data stored in its database.

3.2.3. GREP PLUGIN

The job of grep plugin is to explore the contents on web
page in order to find vulnerabilities for all plugins which
needs them.

3.1.4. EXPLOIT PLUGIN

This plugin is used to exploit the vulnerabilities identified
in the audit phase.

3.1.5. OUTPUT PLUGIN
The data that is generated by the other plugins is saved in

text format, w3af uses its output plugin to facilitate user
with this data.
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3.2.4. MANGLE PLUGIN
Request and response can be change with mangle plugin.
3.3. ANALYSIS

In this section we present list of audited websites from
each sector and highlight the number of vulnerabilities.

RESEARCH FINDINGS
3.3.1. GOVERNMENT SECTOR WEBSITES

In this section most famous websites from government
sector has been chosen, the list and audit report of the
entire websites from this sector is given in Table 1. The
table describes the number and type of the vulnerabilities
found in this sector. The results from this sector describe
four different types of the vulnerabilities which are SQL
Injection, Cross Site Scripting (XSS), Cross Site Request
Forgery (XSRF) and Cross Site Tracing (XST). In this
sector overall 61 percent of the websites are vulnerable
and 39 percent of these websites are safe. The graphical
results are shown in Figure 8.

10
8
6
4
8 8
0 +
saL XSS XST

XSRF

~N

Figure 9: Vulnerability Distribution in Government
Sector Websites.

3.3.2. EDUCATION SECTOR WEBSITES

In this section most famous websites from education
sector has been chosen, the list and audit report of the
entire websites from this sector is mentioned in Table 2.
In this sector SQL Injection has not been identified, most
of the websites are vulnerable to XSRF attack as well as
XST and one website from this category is also
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vulnerable to XSS attack. The results are also plotted in
the graphical form in Figures 9.

3.2.3. COMMERCIAL SECTOR WEBSITES

In this section the most famous websites from commercial
sector has been chosen, the list of vulnerabilities of the
entire websites from this sector is given below in Table 3.
Commercial Sector websites are mostly vulnerable to

XSREF attack as shown in figure 10.

Table 1: Audit List of Govt. Sector Websites.

Table 2: Audit List of Education Sector Websites.

ISSN 1605-8607

S.#|Websites SQL|XSS|XSRF|XST
1. [www.tourism.gov.pk 01]0 0 0
2. |www.fdsindh.gov.pk 0|1 1 0
3. [www.sindh.gov.pk 0]0 0 0
4. \www.finance.gov.pk 01]0 0 0
5. [www.e-government.govpk | O [ O 0 1
6. [www.cbr.gov.pk 01]0 0 0
7. |www.na.gov.pk 0|0 1 0
8. [www karachicity.gov.pk 01]0 0 0
9. [www.secp.gov.pk 01]0 1 0
10. |www.pakpost.gov.pk 0|0 0 0
11.|www.pta.gov.pk 010 1 0
12.|www.nadra.gov.pk 0|0 4 2
13.|www.moitt.gov.pk 0]0 0 1
14.|www.sngpl.gov.pk 010 0 1
15.|www .kse.com.pk 0|0 0 0
16.|www.fbr.gov.pk 010 2 0
17.|wwww.nbp.com.pk 0|0 0 0
18.|www.sbp.org.pk 01]0 1 0
19.|www.ptv.com.pk 210 0 0
20.|www.ppl.com.pk 0|1 0 1
21.|www.savings.gov.pk 01]0 0 0
Total 2|2 |11 |6

S# | Website SQL | XSS | XS | XS
RF | T
1. | www.pec.org.pk 0 0 2 0
2. | www.hec.gov.pk 0 0 0 0
3. | www.neduet.edu.pk 0 0 0 1
4. | www.uok.edu.pk 0 0 0 1
5. | www.muet.edu.pk 0 0 0 1
6. | www.usindh.edu.pk 0 0 0 1
7. | www.au.edu.pk 0 0 0 0
8. | www.igra.edu.pk 0 0 1 0
9. | www.nust.edu.pk 0 0 0 0
10. | www.lumhs.edu.pk 0 0 0 0
11. | www.quest.edu.pk 0 0 0 0
12. | www.giki.edu.pk 0 0 0 1
13. | www.iba-suk.edu.pk | O 0 0 0
14. | www.szabist.edu.pk 0 1 1 0
15. | www.qau.edu.pk 0 0 1 1
16. | www.nu.edu.pk 0 0 0 0
17. | www.ist.edu.pk 0 0 0 0
18. | www.iub.edu.pk 0 0 0 1
19. | www.vu.edu.pk 0 0 0 0
20. | www.hamdard.edu.pk | O 0 0 1
21. | www.nts.org.pk 0 0 0 0
Total 0 1 5 8
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Figure 12: Number of time each vulnerability identified in all 63 websites.

Table 3: Audit list of Commercial Sector Websites.

S.# | Websites 8 ?’4) ﬁ ?,4)
e » EI - 12 S S
1. | www.kese.com.pk 0 0 0 0 1
2. www.ptcl.com.pk 0 0 1 1 g
3. | www.pakistanstores.com 1 [0 [0 |O 2N
4. www.hbl.com 0 0 2 0 °1
5. www.ubl.com.pk 0 0 1 0 4
6. www.mcb.com.pk 0 0 3 1 " -
s www.homeshopping.pk 1 0 2 0 .
8. | www.vmart.pk 0 |0 |Oo |1 =
L. | R A 4 1 - Figure 11: Vulnerabilities in Commercial Sector
10. | www.paperpk.com 1 1 0 0 Websites.
11. | www.pakistanshopings.com | O 0 0 0
12. | www.galaxy.com.pk 0 0 0 0 !
13. | www.hamriweb.com o |o |0 |o "
14. | www.hbm.com.pk 0 0 0 0 8 msau
15. | www.honda.com.pk 0 0 0 0 6 :::“
16. | www.cokestudio.com.pk 0 0 0 0 &
17. | www.nation.com.pk 0 0 1 0
18. | www.zong.com.pk 0 0 0 1 '
19. | www.bankislami.com.pk 0 0 0 1 " Government Commercial Fdudcation
20. | www.telenor.com 0 |10 |1 0 Figure 13: Vulnerability ratios in each sector from 21
21. | www.inboc.com.pk 0O |0 (O 1 websites.
Total 5 |1 12 |6 Related Work:
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3.3. COMPARISON AMONG THE SECTOR-WISE
DISTRIBUTION

In this section the vulnerabilities found in each sector
have been compared and the graphs of each sector
according to their vulnerabilities are shown in Figures 11,
& 12 respectively. Table 4 provides the listing of all the
vulnerabilities which were identified in audited websites.
Most of the websites are vulnerable to SQL Injection,
XSS, XSRF and XST respectively. XSRF and XST are at
the top of amongst all mentioned attacks.

Most of the common vulnerabilities, the way attackers
exploit them and several related examples are presented in
our previous research work in [1]. Here we only highlight
the prevention measures related to the SQL injection,
XSS, XRF and XST.

Table 4: Comparison of vulnerabilities in each sector.

Vulnerability | Government | Education | Commercial | Total
SQL 2 0 5 7
XSS 2 1 1 4
XSRF 11 5 12 28
XST 6 8 6 20
Total 21 14 24

Because of SQL Injection’s popularity, it is the most
discussed by the different authors in [2][3][4] and they
have suggested different solutions to the same
vulnerability. For example; the parameterized technique
has been used in [4] and the input validation method is
used in [5], [6] and [7]. The authors in [7] use the regular
expression technique that further improves the overall
performance. To further enhance the performance of the
parameter technique, it has been combined with stored
procedure method in [8].

With the help of figures and examples, the authors in [9]
detail the prevention method for XSS and explain the way
when an attacker exploits stored XSS vulnerability and
hijack user’s session by submitting his malicious payload.
Whereas [9] explains the input and output validation

ISSN 1605-8607

methods related to the defensive coding for the XSS
technique.

XSRF vulnerability has been exploited by the attackers on
some major website such as YouTube, eBay, New York
Times, ING Direct, Meta Filter in [12]. The research work
published in [13] and [14] also focuses on the XSRF
prevention methods. There are some general
recommendations for preventing the XST attack discussed
by the WhiteHat security Experts in [15].

4. CONCLUSION & SUGGESTIONS

It has been seen that many websites in Pakistan are being
rapidly defaced by the attackers. To find out its causes,
the penetration test of some of the most famous websites
from different sectors in Pakistan has been conducted in
this work. It has been observed that majority of the
websites are vulnerable to the security concerns. In order
to secure these websites, some solutions have been
recommended. Based on these suggestions, a testing
website is developed and audited that does not observe
any security flaw and hence approve our
technique/suggestions. As most of the websites in
Pakistan are developed by the newbies who often ignore
all the security concern and just focus on the rapid
development of these website. It is therefore very
important that the web developers must ensure the
security of websites by testing websites with suitable
scanners at the development time as well on quarterly or
(bi) annually so that both the common and new
vulnerabilities can be identified and rectified in a timely
manner.
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RANKING OF PARAMETERS INFLUENCING ON POWER OUTPUT OF PHOTOVOLTAIC
SYSTEMS BY SENSITIVITY ANALYSIS

Abdul Qayoom Jakhrani’, Saleem Raza Samo™* and Shakeel Ahmed Kamboh™™*
ABSTRACT

This paper aims to identify the most important and sensitive input variables and to prioritize the parameters based on
their influence on the model outputs of a standalone photovoltaic system. Three sensitivity methods, such as sensitivity
index, sensitivity coefficient variance and correlation coefficient were applied for the determination of parameter
response by one variable at a time method. A total of seven input variables namely slope, solar azimuth angle, hour
angle, ground reflectance, amount of total solar radiation, ambient temperature and wind speed were examined with
reference to three output parameters. It was revealed that the most important and sensitive input variable was the
amount of total solar radiation and the least important variables was solar azimuth angle and the lowest sensitive
variable was wind speed. The higher sensitivity variance is displayed by slope followed by hour angle. Insignificant
variance is noted in the results of solar azimuth angle and wind speed for all output parameters. It is concluded that
the amount of solar radiation, ambient temperature and slope of the system have significant influence over the model
results among all examined variables.

Keywords: parameter ranking, sensitivity analysis, sensitivity index, sensitivity coefficient variance, correlation coefficient,
photovoltaic system model.

1. INTRODUCTION

Modern systems and processes are complicated in nature.
Their physical investigation is expensive or sometimes
even impossible. Therefore, the investigators turned to
mathematical or computational models to predict or
approximate the behavior of systems and processes [1, 2].
The common problem in the models is that, the role of
various parameters is not obvious. Generally, important
parameters, effects of changing parameters and
uncertainties of model results due to uncertainty of model
inputs are not known. In many applications, this
information is exactly needed. Such knowledge is crucial
for the evaluation of model suitability, identification of
most influential and sensitive parameters, and for
understanding of the systems behavior [3].

The researchers used various terms for describing the
influence level of input parameters such as sensitive,
important, most influential, major contributor, effective or
correlated [4, 5]. The term important was used for those
parameters whose uncertainty contributes considerably to
the uncertainty in assessment results. The word sensitive
referred to those parameters which have a significant
influence on output results [6]. However, the main
parameter is always sensitive because the parameter
changeability will not emerge in the results unless the
model is sensitive to the input [7]. A sensitive parameter
is not necessarily important because it may have little
contribution in the output variability [5]. Different
scholars rather used different sensitivity rankings by using
different methods according to the nature of analysis and
required accuracy.
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1.1. METHODS OF SENSITIVITY ANALYSIS

Several sensitivity analysis methods could be found in
literature from simple to more comprehensive and
complicated ones. In brief, these methods includes, one-
at-a-time design, differential analysis, factorial design, the
derivation of sensitivity and importance indices,
subjective analysis, construction of scatter plots, the
relative deviation method, relative deviation ratios,
correlation coefficients, rank transformation, rank
correlation coefficients, partial correlation coefficients,
regression techniques, standardized regression techniques,
the Smirnov test statistic, the Cramer-von Mises test,
Mann-Whitney test, and the squared ranks test [8-12].
Another method for determining parameter sensitivity
was given by Hoffman and Gardner [13], which is based
on the output % difference by varying one input
parameter from its minimum value to its maximum value
[14]. Hamby [5] and [14] and Bauer and Hamby [15]
conducted a detailed performance of many individual
indices relative to a composite index. Their results
showed that the model proposed by Hoffman and Gardner
[13] performs well for the sensitivity analysis of
parameters as compared to ten selected indices.
Furthermore, different sensitivity analysis (SA) methods
have different characteristics, theories and range of
applications. Therefore, the choice of a sensitivity
analysis method is generally depends on the sensitivity
measure employed, the required precision in the estimates
of the sensitivity measure, and the computational cost
involved [10, 14].

1.2. SENSITIVITY ANALYSIS OF
PHOTOVOLTAIC SYSTEM PARAMETERS

Jakhrani et al [16] conducted sensitivity analysis of model
input variables upon output parameters for a standalone
photovoltaic system. The input variable includes amount
of solar radiation, hour angle, solar azimuth angle, ground
reflectance, slope of solar modules, wind speed and
ambient temperature. The output parameters were
absorbed solar radiation, maximum power output of a PV
module and the required area of PV module. El Shatter
and Elhagry [17] carried out sensitivity analysis (SA) of
unknown parameters such as series resistance (R s), shunt

resistance (R ), light generated current(I ph ) , reverse

diode saturation current (/,) | and ideality
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factor (%) with
parameter (h) from 02 to 08 and output

parameter (¢) around 10%. They found that the PV
module parameters were severely affected by temperature
variation. Kolhe et al. [18] conducted an economic
feasibility of a standalone photovoltaic (SAPV) system
and a diesel generator. The fuel consumption rate was
compared versus diesel generator rated power capacity at
different load factors. They also analyzed PV/diesel life
cycle cost ratio against cost of the photovoltaic (PV) array

suggested fuzzy input

and diesel with energy demand. Ito et al. [19] carried out
a sensitivity analysis of a very large scale PV system in
deserts. They compared the PV module efficiency with
generation cost, energy payback time and CO, emissions.
Loutzenhiser et al. [20] used Monte Carlo and fitted
effects for N-way factorial for uncertainty analysis of total
solar radiation on a south-west facade building integrated
PV system. Cameron et al. [21] analyzed power outputs
of different PV models with different PV module
technologies at daily and monthly average yearly basis.

Emery [22] evaluated uncertainties of measured PV
power output with rated PV power output, and measured
current and voltage with junction temperature and solar
irradiance. A monthly mean solar radiation with total and
beam radiation, PV cell temperature with ambient
temperature and energy output for fixed, optimum and
tracking PV systems was evaluated by Gang and Ming
[23]. Ren et al. [24] conducted sensitivity analysis of
levelized cost of energy with capital cost, efficiency,
interest rate and electrical sale price. Talavera et al. [25]
carried out SA on internal rate of return (IRR) of a grid
connected PV system with three scenarios on the
parameters of annual yield of PV system, PV module unit
price, initial investment and interest rate. The sensitivity

of R, to R, s R, to R, and of current, voltage and
power of a single diode PV cell model was conducted by
Zhu et al. [26]. Kaabeche et al. [27] carried out a techno-
economical valuation of a PV system on hourly solar
radiation, wind speed and ambient temperature versus
time. The authors compared number of PV modules with
storage capacity of different autonomy days and total
annualized cost with different deficiencies of power
supply probabilities and net present cost with various
discount rates, capital cost and project life. The
uncertainty analysis of a double diode model was
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conducted by Adamo et al. [28]. They compared the
amount of solar irradiance versus temperature, mean

relative estimation error on K¢ and R o , and standard

deviation on R, and R, ;

The sensitivity analysis on levelized cost of electricity
versus interest rate with the inputs of initial installation
cost of PV system, energy output and degradation rate
was carried out by Branker et al. [29]. They compared
discount rate versus initial installation cost of PV system
with the inputs of lifetime loan term, energy output,
degradation rate and zero interest loans. They also
evaluated lifetime of PV system versus initial installation
cost of PV system with the inputs of discount rate, energy
output, degradation rate, and zero interest loan. Dufo-
Lopez et al. [30] applied Strength Pareto Evolutionary
Algorithm to the multi-objective optimization of
standalone PV-wind-diesel system with battery storage.
They conducted SA on parameters like inflation of diesel
cost, acquisition cost and emissions of PV panels.
Andrews et al. [31] presented a methodology for fine
resolution modeling of a PV system using PV module

short circuit current () at 5-min time-scales. They
identified the pertinent error mechanisms by filtering the
data with regressive analysis. Mbaka et al. [32] carried
out an economic evaluation among three different power
producing systems such as PV hybrid system, standalone
PV system and standalone diesel generator system using
net present value cost. SA was conducted on diesel prices
and the unit cost of PV modules.

It is revealed from the literature review that the most of
the sensitivity analysis methods are used for the analysis
of biological, environmental, water quality parameters
and chemical kinetics. These are rather new in the
analysis of PV system parameters. No complete
sensitivity analysis of PV system input variables as a
function of output parameters has been found in the
literature. Most of the sensitivity analysis was conducted
on the cost analysis of the systems and a few on the
parameters of equivalent electrical circuit characteristics
of PV modules. Equivalent electrical circuit (I-V
characteristic curve) parameters are implicit in nature and
their performance itself depends upon the values of other
input variables such as slope, solar azimuth angle, hour
angle, ground reflectance, monthly average daily total
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solar radiation, ambient temperature and wind speed. The
influence of these input variables is not studied by the
former researchers. Therefore, the assessment of their
effect is crucial for the evaluation of model suitability,
identification of the most influential and sensitive
parameters for the system design and performance
prediction. Thus a sensitivity analysis is carried out to
understand the system behavior and to investigate the
response of PV system models with respect to the
variation in input variables. In this study, sensitivity index
has been used, which is computationally efficient
technique that allows rapid preliminary examination of
the model. It also provides the slope of the calculated
model output in parameter space at a given set of values.
Furthermore, sensitivity coefficient variance and
correlation coefficients have been determined for the
analysis of parameters variation due to the changing of
input variables.

2. METHODOLOGY

Kuching with latitude (#) of 1.48 ° N was selected
for this analysis due to availability of recorded solar
radiation data of the area. Worst (lowest radiation) month
method was used for this study. Since, January is the
lowest solar radiation month in Kuching. The long term
average value of a single day ie. 17 day of

January (" =17) | which characterizes similar monthly
average values were used for this analysis as adopted by
Jakhrani et al. [33]. Five input variables namely

slope (B8) , solar azimuth angle (7). hour angle (@) ,
ground reflectance or albedo (Pg) and monthly average
daily total solar radiation (H, r ) with three constants such
as solar constant (G, =1367 W/ m?) were used for
calculation of absorbed solar radiation (S7) . The
absorbed solar radiation (S7) with two other variables
namely ambient temperature (T,) and wind

speed (V') were used as input for the estimation and
assessment of PV  module maximum power
output (Prax ) and optimum PV array area (Ao ) as
shown in Figure 1.
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Figure 1. Model for sensitivity analysis of photovoltaic
system parameters

Sensitivity analysis results were validated using different
models for estimation of power output with various input
values of solar radiation ambient temperatures. The
models used for this study were Evans [34], Borowy BS,
Salameh [35], Hove [36], Jie et al. [37] and Jakhrani et al.
[38]. Sensitivity analysis of model parameters was carried
out by means of differential analysis method. In first step
of analysis, the base values, ranges and distributions were
selected for each input variable. Secondly, a Taylor series
approximation to the model output was developed close to
the base values of the model inputs. The first order Taylor
series was preferred. Thirdly, the variance propagation
techniques were used for the estimation of the uncertainty
in model output in terms of its projected values and
variance, because these values changes according to the
order of approximation. Finally, the first order Taylor
series was used to estimate the magnitude of each input
parameter [39]. Three sensitivity analysis methods such as
sensitivity variance, sensitivity index and correlation
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coefficients have been adopted for the evaluation of three
output parameters such as absorbed solar radiation (S7),
PV module maximum power output (Puax ) and

optimum PV array area (Ao ) . The algorithm proposed
by Hoffman and Gardner [13] is used for the
determination of sensitivity index of parameters. It is
given as: SI = —w (1

where SI is the sensitivity index, Ymm and
Y max  represent the minimum and maximum output
values, respectively. The changes in the results of output
parameters with respect to changes in input variables are

calculated by means of parameter variance (V ) [6].

1 - =
v=—2 (§-5) @
i=1

where S is the local normalized coefficient and
represents a linear estimate of the percentage change in

the variable Y caused by a one percent change in the
parameter X .5 is the arithmetic mean of S i and 7 is
the number of data points in S i . Moreover, the strength
and significance of the linear relationship between the
input variable X and output variable Y in the
regression equation is measured by correlation
coefficient () . Its values are always between -1 and 1.
Therefore, the dependence of output parameter Y ona

single input variable X is determined by Pearson
correlation coefficient and is defined as [2, 14]:

n

2 (3= 3)x, %)

i=1

Ty = 3

’ Jiu-w $(x, %)

i=1 i=1

3. RESULTS AND DISCUSSIONS
The values of input parameters were varied around the

base values of parameters. The slope (B) was changed
with an interval of five degrees from 0° to 90°. The
comparative values of sensitivity coefficient variance,
sensitivity index and correlation coefficient of output
parameters at various slopes are shown in Figure 2.
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Model output parameters

Figure 2. Values of output parameters by different

sensitivity methods at various slopes (B)

The obtained sensitivity coefficient variance was 0.2518,
0.2658 and 0.3216, the sensitivity index was 0.3794,
0.3847 and 0.3847, and the correlation coefficient was -

0.8219, -0.8211 and 0.7891 for output values of A s
P

variance and sensitivity index was observed in optimum
a (A

mx and A o respectively. The higher sensitivity

PV array are o ) as compared to absorbed solar

radiation (S7) and maximum PV module power

output (P ] i
noted in both absorbed solar radiation and maximum PV
power output, whereas, the positive correlation was

Negative correlation coefficient was

observed in optimum PV array area.

The input values of the solar azimuth angle (7) were
varied with an interval of 10° from -90° to +90°. The *-
comparative results of sensitivity coefficient variance,
sensitivity index and correlation coefficient of output
parameters at various solar azimuth angles are shown in
Figure 3. It is discovered from the analysis that variance
and correlation coefficient in the results of solar azimuth
angle was found to be zero and one respectively.
However, the sensitivity index of all output parameters
were approximately 0.38.
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Figure 3. Values of output parameters by different

sensitivity methods at various solar azimuth angles (7)

The input values of the hour angle (@) were varied with
an interval of 15° from -75° to +75 °. The comparative
values of sensitivity coefficient variance, sensitivity index
and correlation coefficient of output parameters at various
hour angles are shown in Figure 4. The variance of

N T was almost zero, whereas, the variance in the results

of P and A o were 0.11 and 0.09 respectively. The
sensitivity index and correlation coefficient of all three
output variables were 0.17 and 1.0 respectively.

15 T T T T
14 -Sensitiw\y coefficient variance : - :
[ ISensitivity index
-Coefﬁcient of correlation

---------------------------------
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Comparative values
o o
[=2] [==] -

o
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o
r

s, Psas A

opt
Model output parameters

Figure 4. Values of output parameters by different

sensitivity methods at various hour angles (@)

QUAID-E-AWAM UNIVERSITY RESEARCH JOURNAL OF ENGINEERING, SCIENCE & TECHNOLOGY, VOLUME 12, NO.1 JAN - JUNE, 2013

28



Ranking of Parameters Influencing on Power output of Photovoltaic Systems by Sensitivity Analysis

The input values of ground reflectance (P¢) were varied
by an interval of 0.1 from 0.0 to 0.7. The relative values
of sensitivity coefficient variance, sensitivity index and
correlation coefficient of output parameters at various

ground reflectance (py) inputs are shown in Figure 5.

The variance in the results of N T, - and A opt
were 0.0064, 0.0061 and 0.0057, and sensitivity index
were 0.251, 0.2492 and 0.2492 respectively. The
correlation coefficient of all three output parameters with
respect to input variables was unity.

The input values of monthly mean daily total solar

radiation on horizontal surface (2 ) were changed with
an interval of 1.0MJ/m® from 5.0 to 25.0MJ/m’. The
results of sensitivity coefficient variance, sensitivity index
and correlation coefficient of output parameters at
monthly mean daily total solar radiation are shown in

Figure 6. The variance in the results of Sy " P and

A ot were 0.0, 0.0035 and 0.0007, and sensitivity index
were 0.8071, 0.8069 and 0.8069 respectively. The
correlation coefficient were found to be unity, in all three

output variables such as S T, - and A opt

1.5 T T T

1 4| I Sensitvity coefficient variance ______ . -  ——
l:]Sensitwit index : '
g

12 I Cocfficient of correlation

(1] | WOCRUEWOR SRR (8 WS RUSRSRIGL S L —
] e sl [CTRERE TR
S IR RPN SRR

0

Comparative values
(=1 ro
o0 R
1 '
% FEN SIS L

Panax opt
Model output parameters

Figure 5. Values of output parameters by different
sensitivity methods at various input values of ground

reflectance (P g )
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Figure 6. Values of output parameters by different
sensitivity methods at various levels of total solar

radiation ( H)

The input values of ambient temperature (T.) were
changed with an interval of 5°C from 15°C to 50°C. The
comparative values of sensitivity coefficient variance,
sensitivity index and correlation coefficient of output

parameters namely Pow and Ao at various ambient
temperature (T,) levels are shown in Figure 7. The

variance in Pmsx  and A on were found to be 0.0068
and 0.0074. The sensitivity index and the correlation

coefficient for both output parameters ( P and A on )
were 0.21 and 1.0 respectively.

15 T T T
4 - Sensitivity coefficient variance H H
[ sensitivity index

- Coefficient of correlation

=
N

Comparative values
o o
(2] (=] —

o
>

o
N

pmax A
Model output parameters

Figure 7. Values of output parameters by different
sensitivity methods at various levels of ambient

temperature ( T a )
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The input values of wind speed (V) were changed with
an interval of 1m/s from zero to 10m/s. The comparative
values of sensitivity coefficient variance, sensitivity index
and correlation coefficient of output parameters such as

Poox and A o at various wind speed levels are shown
in Figure 8. The variance, the sensitivity index and the
correlation coefficient for both output parameters were
found to be 0.0001, 0.033 and 1.0 respectively.

15 T T T
14 I scnsitivity coefficient variance ' ' '
[ Sensitivity index
-Coetﬁcnem of correlation

12

...............................

....................

Comparative values
o o L=} o
o nN 4 o o —_
T T T
i i

Model output parameters

Figure 8. Values of output parameters by different

sensitivity methods at various wind speed (V)

The overall sensitivity coefficient of variance of output
parameters such as Sy 5 P and Ao with respect to
input variables namely slope (B) , solar azimuth
angle (7) | hour angle (@) | ground reflectance (P ¢ )
total solar radiation (H ) , ambient temperature (T4 )

and wind speed (V) are given in Figure 9. The higher

sensitivity variance is displayed by slope (B) with more
than 0.25 for all output parameters followed by hour

angle (@) with the variance of 0.1. Less variance is
observed for the input variable of ground

reflectance (P 5 ) | total solar radiation (# ) and ambient
temperature T, Negligible variance is noted in the
results of solar azimuth angle (7) and wind speed

(V) forall output parameters.
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Figure 9. Sensitivity coefficient variance of output
parameters versus different input variables

The sensitivity index of all output parameters with respect
to input variables are illustrated in Figure 10. The highest
sensitivity index is shown by total solar

radiation (H ) with the sensitivity index of 0.8 in all
output parameters. The second and third most sensitive

variables were found to be slope (B) and solar azimuth

angle (7) , both with the sensitivity index of
approximately 0.4. The sensitivity index of ground

reflectance (P ¢) was approximately 0.25, the ambient

temperature (T,) with 0.20 and the hour angle (@)
with 0.18. The lowest sensitive variable was found to be

wind speed (V) with the index less than 0.1.
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Figure 10. Sensitivity indices of output parameters versus
different input variables
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The results of correlation coefficient of input variables
and output parameters are given in Figure 11. It is found
that almost all output parameters displayed higher

correlation with input variables except the slope (B) .
The negative correlation is observed by the input variable

of slope (B) for the amount of absorbed solar
radiation (S 7 ) and maximum PV module power output
(P ) and positive correlation with optimum PV array

area (4 ot ) with the index of 0.8.
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Figure 11. Correlation coefficient of output parameters
versus different input variables

The comparison of PV module power out estimations
with respect to solar radiation and ambient temperature by
various models are given in Figures 12 and 13. It was
observed that all model results are mutually consistent
and the tendency of model variations was same. Therefore,
it was deduced that sensitivity of parameters will be
identical due to similar mode of model estimated values.

—+—Evans(1977)
~=— Hove (2000)
= Jie 2007)
=8 Borowy (1994)

=—a—Jakhrani 2012)

100 200 300 400 SO0 600 700 800 900 1000
Solar Radiation (W/m®) |

Figure 12. Comparative results of PV module power
output versus monthly mean daily solar radiation at
constant ambient temperature
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Figure 13. Comparative results of PV module power
output versus ambient temperature at a constant solar
radiation

It is revealed from the sensitivity analysis of input
variables and output parameters that the most important
input variable was the amount of total solar

radiation (H ) because of its high contribution in
changing the amount of absorbed solar radiation

(S7) level. The changes took place by amount of total

solar radiation (H ) in the output variables were
approximately 2.5 times when its amount was varied

around its typical ranges followed by slope (B) with
61%, ground reflectance (p g) 33%, ambient

temperature (T,) 23% and hour angle (@) 20%. The
less important variables were found to be wind

speed (V') 4% and solar azimuth angle (7) 1less than
one percent as per one-at-a-time (OAT) method. The
highest sensitive input variable was found to be total solar

radiation (H) with the index of 0.8, followed by
slope (B) , solar azimuth angle (7) , ground reflectance
or albedo (P ;) , the ambient temperature (T,) and the
hour angle (@) | The lowest sensitive variable was found

to be wind speed (V) with the index less than 0.1.
4. CONCLUSIONS

The results of sensitivity analysis parameters revealed that
the most important input variable was the amount of total

solar radiation (H ) because of its high contribution in
modifying the amount of absorbed solar radiation

(S7) level, PV module power output (Prax ) and
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optimum PV array area (Ag ) The changes contributed

by amount of total solar radiation (H ) in the output
variables are approximately 2.5 times when its amount
was varied around its typical ranges. The second most

important parameters were slope (B) with 61% and the
less important important variable was found to be solar

azimuth angle(7) with less than one percent influence
over the output results as per one-at-a-time (OAT)
method. Similarly, the highest sensitive input variable

was found to be total solar radiation ( H) with the index

of 0.8. The second sensitive variable was slope (B) with
0.38 and the lowest sensitive variable was found to be

wind speed (VW) with the index less than 0.1.

The higher sensitivity variance is displayed by slope (B)
with more than 0.25 for all output parameters followed by

hour angle (@) with the variance of 0.1. The negligible
variance is noted in the results of solar azimuth

angle (¥) and wind speed V) for all output
parameters.

All output parameters displayed higher correlation with

input variables except the slope (B) . 1 displayed
negative correlation for the amount of absorbed solar

radiation (S 7 ) and maximum PV module power output
(P ) and positive correlation with optimum PV array

area (A o ) with the index of 0.8.

The following conclusions were drawn from this study:

e The most important and sensitive variable was found
to be solar radiation and least important variable was
solar azimuth angle and the least sensitive variable
was wind speed.

e The higher coefficient variance was displayed by
slope followed by hour angle and insignificant
variance is displayed by solar azimuth angle and
wind speed.

e Almost all output parameters displayed higher
correlation with input variables except slope of PV
modules.

e Three input variables namely the amount of solar
radiation, ambient temperature and slope have
governing influence over the model results.
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REAL-TIME DRIVER'S VIGILANCE DETECTION SYSTEM

sk kok

Umair Ali Khan®, Syed Raheel Hassan™, Intesab Hussain Sadhayo™ ", Zahid Hussain Abro
ABSTRACT

The number of road accidents caused by non-vigilant drivers is increasing rapidly all over the world. Therefore,
driver's vigilance detection is an important area of research in intelligent transportation systems. This paper presents
an image processing based approach using minimum hardware to detect a driver's fatigue and generate an alarm if
the driver is inattentive to driving. The system works in separate modules on each video frame from a smart, low-
power, Near Infra-Red (NIR) camera installed at the vehicle's dash board. Our proposed system is based on two
trained Haar classifiers to detect driver's face and eyes and then tracking the iris with the method of template
matching. Our algorithm updates statistics of the iris's tracking and the direction of gaze in successive video frames.
An alarm is generated if the frequency of iris detection in a specific time period goes below a certain threshold or the
driver does not concentrate straight to the road. The search area of every module is restricted to a particular region of
interest (user-selectable) which increases the detection speed. Fatigue detection through iris tracking by template
matching provides a fast means of detecting driver’s fatigue. Another module, running in parallel with the face, eyes
and iris detection modules tracks the head of the driver. In the situations where the driver is wearing sun glasses, eyes
cannot be detected and hence iris cannot be tracked. In this case, head tracking helps to analyze driver’s fatigue. We
tested our algorithm in the scenarios very close to the real cases (different lighting conditions, subjects, etc). The
results presented in this paper show that our algorithm is able to maintain an adequate level of detection accuracy

and its minimum architecture makes it best suited for implementation in real scenarios.

1. INTRODUCTION

The lacks of vigilance from drivers pose an imminent
threat to road's safety and causes significant number of
accidents. Almost 10-20% of the road accidents all over
the world result from driver's fatigue [1]. While in the
heavy vehicles (e.g., trucks), driver's lack of vigilance
causes 60% of the fatal accidents [2]. Moreover, the
accidents caused by driver’s declined level of attention
are far worse than those caused by other factors because
the fatigued drivers usually do not take any preventive
actions before an accident. Therefore, many countries
have invested heavily in building intelligent transportation
systems to provide secure transportation and researchers
are paying more attention to the driving safety problem to
decrease road accidents [26]. Developing systems for
detecting drivers' vigilance level and thereby warning
them to become attentive are gaining interest among the
scientific communities related to intelligent transportation
systems. However, an effective solution for this problem

should be cost-effective, portable, small-sized, easily
implementable, appealing to the end-users, and
motivational for the traffic authorities in the enforcement
perspective [27]. Such a system should be able to work
autonomously in different environmental conditions.
Additionally, it must not pose any serious threat to the
driver's health.

Among various other techniques, image processing is
considered to be more viable and user-friendly approach
for determining driver's vigilance level than other
approaches such as those based on Electro Encephalon
Graph (EEG) which are considered to be intrusive [2].
The most important feature of an image processing based
system is that it does not pose any significant challenge in
terms of large hardware design, change in road's or
vehicle's infrastructure, or a special training to the end-
users. Images contain a lot of details which can be
manipulated to obtain the required information about a
scene. Apart from that, the image processing based
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systems just need an image sensor with a built-in
processing hardware for running image analysis.

The motivation of this research is based on our
development of a small-scale, portable, image processing
based system for detecting a driver's vigilance level. The
proposed system uses a smart NIR camera to cope with
the problem of changing light conditions. The algorithm
proposed to perform driver's fatigue detection is based on
detecting driver's eyes by using our (trained) Haar
classifier and then detecting driver's iris using a template
matching scheme. Our minimum hardware (a single smart
camera comprising 1 GHz ARM Cortex A8 processor and
512 MB RAM) and the computationally-efficient
algorithm provide a good potential of implementing our
system in real scenarios.

The contribution in this paper is summarized as follows:

1 We performed an analytical survey on the existing
methods of driver's fatigue detection and highlight
their limitations.

2 We trained two detectors based on Haar features to
detect the driver's face and then eyes within a region
of interest.

3 We proposed a template matching algorithm for
tracking the driver's iris within the detected eye and
obtain statistics of the iris detection frequency and
the direction of driver's gaze. We wused this
information to determine the driver's attention level
and to generate an alarm in case of declined vigilance
level.

4 We have completely implemented our algorithm on
our selected hardware and performed long-term
experiments in real scenarios to demonstrate the
effectiveness of the algorithm.

The rest of the paper is structured as follows. In section 2,
we provide an extensive survey and critical analysis of the
existing approaches for driver's fatigue detection. Section
3 gives a detailed insight into the theoretical background
of Haar features and describes the method of data
collection and preparation for training a Haar classifier for
face and eye detection. Section 4 describes the method of
AdaBoost training for generating a trained classifier and
section 5 provides details of iris detection with template
matching. Section 6 presents the overall algorithm with
the evaluation results. Section 7 concludes the paper with
a potential future work.
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2. RELATED WORK

The existing approaches for Driver's Fatigue Detection
(DFD) can be broadly classified into three categories: (i)
Studying the driver’s mental state pertaining to driving
safety by psychologists and real-time monitoring of
several physiological conditions, e.g., brain frequency,
heartbeat, pulse beat rate, rate of respiration, etc [3]; (ii)
Devising auxiliary equipments for improving driving
safety by designing special car seats, monitoring grip
force change on the steering wheel, or analyzing EEG
recordings from sensors attached to the human body [4];
(iii) Computer vision techniques to monitor the driver's
expressions. Figure 1 depicts the classification of the existing
techniques for determining driver's vigilance level.

2.1. PSYCHOLOGICAL AND PHYSIOLOGICAL
ANALYSIS

Analyzing driver's physiological conditions [5][6][7]
deliver the most accurate results. Measuring different
psychological and physiological conditions such as brain
frequency, heartbeat, pulse-beat rate, respiration rate,
facial expressions, body postures, and head nodding, etc
provide adequate information to determine the driver's
attention towards driving. However, getting all these
measurements is not straightforward, cost-effective and
nonintrusive. It requires a set of special sensors and
hardware to be worn by the drivers which causes
annoyance for most of the people. Hence these techniques
are not practically acceptable [8].

DFD Techniques

Non-Vision Vision

1

Psychqlogmal o Special Dnver's Eyelid Movement| | Pupil's Stalistics
Physiological Equipmenls Expressions

Fig. 1: Classifications of DFD Systems

2.2. SPECIALIZED VEHICLES

Some techniques for driver's fatigue detection use special
vehicles with a number of sensing and processing
elements installed in the vehicle to observe driver's
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control over the vehicle [9][10][11]. The specialized
hardware
electroencephalogram, devices to send a visual stimulus
to the driver and receiving a stimulus-response, and the
sensors to monitor the steering wheel angle and the lateral
position, etc. The information obtained from the sensing
hardware includes steering wheels movements,

used in these vehicles include

acceleration, braking, lateral position and gear changing,
etc. This information is continually processed by the
processing hardware to determine the level of driver's
control over the vehicle. While these techniques deliver
an optimal level of performance and accuracy, they are
limited to vehicle type and driving conditions [12].

2.3. COMPUTER VISION

Image processing techniques are the most flexible and
cheaper solution for driver's fatigue detection. Several
computer vision techniques for driver's fatigue detection
are studied in the literature. The technique proposed in
[13] uses cascades of classifiers to detect driver's mouth
and the yawning expressing. The classifiers are trained to
detect mouth and yawning and used in real-time to detect
yawning expressing in successive video frames. A
drawback of this approach is that the driver may not
necessarily yawn when he is tired. Therefore, this
technique is limited to a specific psychological behavior.

The approaches proposed in [14][15] are based on the
statistics of eyelid movement. In these methods, the face
area is segmented from the image based on a mixed skin
tone model. The process of crystallization is simulated to
obtain the location of eyes within face area. Later, eye
area, average height of the pupil and width-to-height ratio
are used to analyze the eye’s status. Finally, the driver
fatigue is confirmed by analyzing the changes of eye’s
states. Nevertheless, the eyelid statistics used in these
approaches cannot be used in a generalized way for
people belonging to diverse races and having diverse eye
shapes.

Another approach presented in [16] first locates the
driver's face by a Haar features based object detection
algorithm. The driver's eye is detected and eyelid distance
is computed. By analyzing the successive changes in
eyelid distance over time, driver’s fatigue can be detected
and a warning can be issued. However, this approach
shares the same limitations as in [14][15].
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In another approach [17], the authors propose a real-time
eye tracking based fatigue detection system that uses a
dynamically generated eye template and exploits a
correlation technique to detect the driver's eye. The
frequency of eye blinking is calculated and a cross-
correlation based classification technique is used to
determine if the eye-blinking frequency is below a certain
threshold and the driver should be warned. However,
detecting eyes with template matching instead of a trained
classifier results in high rate of false positives.

After a critical analysis of the existing DFD techniques,
we can safely conclude that the non-vision based
techniques are either expensive or are intrusive. On the
other hand, the vision based DFD techniques proposed in
the literature are either computationally expensive or have
limited accuracy.

3. OUR WORK IN COMPARISON WITH RELATED
WORK

We are committed to overcome the issues pertaining to
existing vision-based DFD systems. For this purpose, we
combine iris and head tracking in two different modules
running in parallel so that the system is effective for the
situations where the driver is wearing sun glasses. Instead
of directly detecting driver's eyes and thus getting
numerous false positives, we train and implement two
classifiers for face and eyes detection which minimize the
search space for iris tracking with template matching and
help to avoid large number of false positives. In contrast
to the existing approaches which mainly focus on the
frequency of eye blinking or the open-eyes status in
successive video frames, iris tracking also helps to detect
driver's direction of gaze (straight, left, right, up, down) to
determine his vigilance level. Our proposed algorithm is
simple, computationally-efficient, robust and requires
simple infrastructure. Our implementation hardware
comprises a single NIR smart camera to overcome the
problems related to different light conditions.

4. THEORETICAL BACKGROUND

Our face and eye detection algorithms are based on two
(trained) Haar-classifiers adapted from [18]. Haar
classifiers make use of Haar features which represent the
unique set of an object's characteristics (face and eye in
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our case) in an image and can be expressed by the concept
of Haar wavelets [19].

Haar features perceive an image as a combination of
small sub-images and represent the properties of
individual sub-images. The set of features, in
combination, reports the availability or non-availability of
an object of interest within an image. For example, the
separation between a black and a white region can be
found by a bi-rectangular feature.

Using the features confined in rectangular areas, the
authors in [20] propose summing up the pixel intensities
within these regions to locate an object of interest in an
image. Having an image database, the sum of the pixels
corresponding to the region of an object of interest would
be quite high and low for other objects of non-interest.
For each object of interest, we can set a threshold value
for pixel sum and compare the Haar features in a certain
rectangular area with the threshold value. A pixel sum
greater than the threshold value confirms the presence of
an object of interest in an image [21]. This approach
divides the image database into the images having objects
of interest and those having different objects. Figure 2
shows the rectangular Haar features. A feature in this
figure represents a scalar quantity calculated by summing
up the pixels in the white region and subtracting those in

the dark. i .]
1 "

Fig. 2: Example rectangular Haar features

For each object in an image, there exists a unique set of
features which represents the object classifier. There are
two types of classifiers: weak classifier and strong
classifier. A weak classifier, which performs naive object
detection, is obtained by subtractions of individual blocks
computed within small rectangular regions of an image
[22]. If a Haar feature is represented by hj, a weak

classifier wj(z) for a certain threshold intensity I is
defined as,

1 if ph(2)<p[T,

w.(z2)=
J( ) 0 otherwise
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where < is a sub-window in an image and P; represents

the direction of the inequality sign. A strong classifier

s(z) represents the combination of  weak classifiers
and is defined as,

s(z)= signzn: aw;(z)

Where &; denotes the weight of a weak classifier

W; (2) which is adjusted during the process of training
strong classifier. The output of a strong classifier is 1 if
the object of interest is found, or 0 otherwise. In order to
train strong classifiers for face and eye detection, we use
AdaBoost training [23] which finds optimal set of weak
classifiers and further combines them into strong
classifiers for face and eye detection. The AdaBoost
training algorithm starts out with a binary labeled dataset
of input feature vectors from the weak classifiers. In
several rounds of learning, the weights of training
samples are adjusted in order to correct the
misclassifications. The convergence of the training
algorithm results in a strong classifier which is the sum of
the (correctly) weighted values of weak classifiers [23].
Figure 3 depicts the basic mechanism of AdaBoost
training.

Training Set AdaBoost
— Strong Classifier
Family of Weak Classifiers g i g
— > Feature Feature
‘ [ Selection ICascadingJ

Fig. 3: Process of AdaBoost Training
5. TRAINING FACE AND EYE CLASSIFIERS

Before the AdaBoost training process, the first step
involves collecting data (images) containing human faces
and eyes. Two types of training samples are required:
positive samples that contain the objects of interest, and
negative samples that contain any type of objects other
than the object of interest. We collected 2500 images each
for training face classifier and eye classifier respectively
from different online sources. Our image database
contains images of the people from different nationalities
and races. The collected data also contains 2500 negative
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samples for each classifier. The example positive samples
for face and eyes detection are shown in Figure 4.

Fig. 4a: Positive samples for face classifier

Jaldl v

Fig. 4b: Positive samples for eye classifier
Fig. 4: Dataset for AdaBoost training

The next step includes labeling the faces and eyes in the
images and cropping the images. We used an open-source
utility [24] for labeling and cropping the images.

Once the dataset is ready, the next step involves feature
selection from the labeled data, creating the weak
classifiers and then using AdaBoost training to select the
best weak classifiers and combine them into a strong
classifier for both face and eye detection separately. For
extracting face and eye features from the images and
preparing data for AdaBoost training to generate a strong
classifier, we used an OpenCV utility [25] to create
training vectors comprising the face and eye feature
values, respectively. This process generates 650 weak
classifiers for face, and 629 weak classifiers for eye.

For AdaBoost training of face (strong) classifier, we
create two sets each of n images: (i) the images having
faces, (ii) the images having miscellaneous objects other
than images. The same procedure is followed for training
eye classifier with n images. The object and non-object

images in both the cases are associated with the label 0'

where O, ={l, O} The AdaBoost algorithm for training

a strong classifier with ” weak classifiers is described in
Algorithm 1. In this algorithm, <. represents the

nth training sample and 0, represents the object or non-
object label.

ALGORITHM 1: AdaBoost training for face and eye
classifiers
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* Input: training data: (2,0,)5-.-,(2,,0,)
g o1 1
% . .. . =
Specify training weights “1, 2n, 2n, where ™
and "> represent the number of negative and positive
samples, respectively.
* For every classifier indexed by f = L..,n
* Normalize each weight with respect to the sum of all the
(94

t,i

a,

t,i_ n

weights, Z o

t,j

* Pick the classifier with the minimum error,
8, =min, . > o 1w(z;,h,p,T)-0,l
* set W(2)=wW(z,h,P,,T}) where WsP: and T,
minimize 5:

. . — =4, =0
* Adjust weights: O =7, where 4 =

for correct classification, H; =1 for misclassification,

, O
and /¢ 1— é;
# Output: the strong classifier:

1 log— log —
()= zf;ogﬂw(x)> ,.Zl"gﬂ,

0 otherwise

Figure 5 shows the results of the final strong classifiers of
face and eye detection. We tested the detectors on a large
number of image database and found an accuracy of 99%
and 98. 5% for face and eye detection, respectively.

i 2
ok

Fig. 5: Face and eye detection using the strong classifiers
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6. IRIS TRACKING AND DETERMINING
DIRECTION OF GAZE

We use a template matching technique for iris tracking
and determining the direction of the driver's gaze. Given a
sub-image (called template), the template matching
technique tries to find the specified template within a
large image. Template matching is an effective technique
to find an object with fixed features and its position in an
image. In our case, the template comprises a small pre-
selected image of an iris. Since the shape of an iris does
not vary significantly among different people, our
template matching algorithm for iris tracking is not
limited to specific physical characteristics. Once the
driver's face and then eyes are detected, we have a very
small search space in the image to match the iris template
within the region of the detected eye. The small search
space not only improves the speed of the template
matching, but also helps to avoid false positives in case of
low-light conditions or the presence of other similar
features in the image.

Our template matching algorithm for iris tracking works
as follows. We apply a template on a given image as a
convolution mask and find the Sum-Of-Products (SOPs)
of the neighboring pixels with the center pixel of the
template. Starting with the left topmost pixel of the
image, we move the template over the entire image and
find the SOPs at each location. The SOPs and the
template locations are temporarily stored in a look-up
table. At the end of the search, all the SOPs are compared
to find the one with the maximum value. The
corresponding SOPs mark the location of the object (iris)
in the image. Figure 6 shows the result of our template
matching algorithm for iris tracking after face and eye
detection.

Figure. 6: Iris tracking after face and eye detection
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For speeding up the iris tracking, we prefer to detect only
one eye. It is natural that if the driver feels sleepy, both
the eyes will begin to close at the same time. By tracking
iris, we can also determine the direction of gazing. The
whole algorithm works in following steps:

The iris is detected within a specific rectangular area of
the eye detection. Hence, we know the rectangular
coordinates of the eye area. We also know the area
surrounded by the iris and the coordinates of iris position
returned by the template matching algorithm. With this
information, we can compute the direction of gaze by
comparing the iris coordinates with the eye coordinates.
Figure 7 shows the bounding box of eye and relative
position of iris from the coordinates of the eye's bounding
box. The black circle represents iris's position while
looking straight. The shaded circles represent iris's
position while looking up, down, left or right. The

parameters a,b,c,d represent iris's distance from the
eye's bounding box while looking straight. Whereas
a'b',c',d' represent iris's distance from the eye's
bounding box while looking up, right, left and down,
respectively. The direction of gaze is determined by
comparing the iris's relative position with respect to the
coordinates of the eye's bounding box. For example, if

as<a' the driver is looking upward.

[
) ¥

A c
V'U

d
left ¢ Right
) )
ool T A
‘ b

+

Figure. 7: Iris's relative distance from the eye's bounding box

Figure 8 shows the result of detecting direction of the
driver's gaze. The directions mentioned in the figure are
relative to the reader's view.
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il e
Figure 8a. Driver looking straight
Figure 8b: Driving looking left

e m DX

Looking
Right

Looking
Up

Figure 8c: Driver looking right
Figure 8d: Driver looking up

Figure 8: Directions of driver's gaze determined by the
iris tracking

The face detector also returns the head coordinates that
are located at the upper part of the face's bounding box.
This information is useful to track the head in situations
where the driver is wearing sun glasses. At the startup, the
algorithm obtains the current coordinates of the head from
the face detector and updates these coordinates after
regular intervals in time with the information obtained
from the iris detection module. If the driver is sleepy, his
head will begin to go down. Therefore, when required, the
algorithm compares the head coordinates with the lower
part of the image (bottom coordinates of the image) to
check if there is a significant difference in the vertical
coordinates. This situation is depicted in Figure 9. If the
difference between the y coordinates of previous (head
coordinates updated last time) and current bounding box

is found to be equal to or greater than Ay , the head is
assumed to be going down and a warning is generated.
The steps involved in the algorithm are listed in
Algorithm 2.

Figure 9: Difference of the last-updated and current head
coordinates
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ALGORITHM 2: Iris and head tracking
Start:
1. Detect driver's face
2. Track head for certain number of frames

2.1. If driver wearing glasses?

2.1.1. Update statistics of head coordinates.

2.1.2. Generate alarm on the basis of updated
statistics

else
Go to step 3.

3. Detect driver's face
1. Detect driver's eye
2. Track iris by template matching

4.1. Determine direction of gaze

4.2. Determine frequency of iris

4.3. Update statistics of gaze direction and iris
appearance

4.4. Generate alarm based on the updated statistics

4.4.1. If driver wearing glasses?
Go to step 2.
else
Go to step 3.
end.

7. OVERALL ALGORITHM AND
EXPERIMENTAL RESULTS

Our experimental setup comprises a single NIR smart
camera that not only has an image sensor to capture
images, but is also capable of executing image processing
tasks. The whole algorithm runs on the camera and the
system does not require any additional processing
hardware.

Our algorithm, running on the camera, starts with loading
four modules, i.e., face detector, eye detector, head
detector and iris tracker. At startup, the algorithm gets the
head coordinates from the first instance of face detection.
It then decides if the driver is wearing sun glasses by
capturing and analyzing a certain number of images. If it
doesn't detect eyes and iris for the next successive images,
the algorithm assumes that the driver is wearing sun
glasses and starts working with head tracking module
only. Otherwise, for each new image, the algorithm first
detects face and eye, and then makes sure that the iris is
detected. It then determines the direction of gaze as
mentioned in section 6. In case the iris is not detected or

QUAID-E-AWAM UNIVERSITY RESEARCH JOURNAL OF ENGINEERING, SCIENCE & TECHNOLOGY, VOLUME 12, NO.1 JAN - JUNE, 2013 41



Real-time Driver's Vigilance Detection System

the driver is not looking straight, the algorithm monitors
the next successive images for 3 seconds to check if this
situation persists. If the algorithm finds the same behavior
in the next successive frames for 3 seconds, it generates
an alarm. If the driver wears sun glasses during driving,
the eye detector and iris tracker stop working for the next
successive images. The algorithm again starts working
with head tracking module only. Figure 10 and 11 show
the results of fatigue detection and generating alarm. Our
algorithm is able to process images at a speed of 20
frames per second.

Looking
Straight

Fig. 10: Iris tracking and alarm generation in case of iris
disappearance for a certain amount of time

e

Tracking
Head

Fig. 11: Fatigue detection through head tracking and
alarm generation

We tested our algorithm on a number of subjects at
different times of the day under varying light conditions.
During the test recordings, our subjects closed eyes on
various occasions for a duration longer than a normal eye
blink. We analyzed the impact of this behavior for false
positives. The subjects were also asked to pretend to be
sleepy in different ways. We noted down their behaviors
and compared it with the alarms generated by our
algorithm. Table I shows the results of our DFD
algorithm.
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} Test1 Test 2 Test 3
/ (Afternoon) | (Evening) | (Night)

Total images | 5000 5583 5760
processed
Number of times | 15 18 20
eyes closed
Real sleep behavior | 7 8 9
Alarms 7 8 8
False positives 0 0 1
False negatives 0 0 0
True positives 7 8 8
True negatives 0 0 0
Accuracy 100% 100% 88.9%
Average accuracy 95.8%

Table 1: Evaluation results of the DFD algorithm

The results show that our algorithm is able to deliver an
optimal accuracy. The only false positive detected in all
the tests was during the experiment at night due to very
low light.

8. CONCLUSION

In this paper, we have proposed a real-time driver’s
fatigue detection system based on iris tracking and (when
required) head tracking. We constructed two detectors for
eye and face detection. For iris tracking, we used a
template matching based technique which speeds up the
overall image processing pipeline. Before iris tracking,
driver’s face and eyes are detected and the search space is
minimized for iris tracking. The statistics of iris tracking
are continuously updated and if the iris tracker loses iris
for a certain amount of time, the driver is assumed to be
either wearing glasses or fatigued. In both the cases, an
alarm is generated and a head tracking module is
initialized which keeps track of driver's head and
generates an alarm if the driver's head goes down below a
certain threshold. In case the iris is tracked perfectly, but
the driver is not found to be looking straight, an alarm is
generated. Due to its simplicity and faster image
processing with Haar-features based detectors and
template matching, our system is capable of delivering an
optimal performance with minimum  hardware
requirements.

Our future work in this direction includes image
enhancement for extremely low-light conditions. The
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image enhancement module incorporated to our DFD

system will first analyze the contrast level of each image

and determine if any enhancements are required. For this

purpose,

we are working on an adaptive and

computationally-efficient image enhancement algorithm.
Furthermore, we are also looking for migrating our
algorithm on a camera having a dedicated Digital Signal
Processor (DSP) for image processing which can further
improve the speed of our algorithm.
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CHARACTERIZATION OF THERMAL EXPANSION
OF THERMO-SET COMPOSITES

Fareed Hussain Mangi*, Asif Ali Memon™, Yasir Nawab
ABSTRACT

Use of composite materials in engineering applications has been increased significantly during the last decades due to
their good mechanical properties despite lighter weight. A significant advantage of such materials is the choice of
selection among several polymers and different types of reinforcement (fibre/fabric) types to achieve required
properties. But this heterogeneous nature also induces several problems and makes thermo-mechanical behaviour
complex. Thermal expansion of thermoset composite material is thus a parameter to know accurately. In laminated
composites, this parameter depends largely on the orientation of plies, fibre fraction, type of resin and fibres, etc. In
this article, some results on the determination of coefficients of thermal expansion (CTE) of composite plates (with
stacking sequence 0, 0/90, 0/45, +/-45) at different angles in XY, XZ, and XYZ plane using finite element analysis and
homogenized properties are presented. Experimental values of these coefficients for 0/90 stacking are found in
agreement with the simulations. Finally, a mathematical model, based on strain matrix is proposed for modelling

these coefficients.

Keywords : thermoset composites, liquid infusion moulding, thermal expansion, dilatometer

1. INTRODUCTION

Use of composite materials in engineering applications
has been increased significantly during the last decades
due to their good mechanical properties despite lighter
weight []. Depending of type of end use different types
of reinforcement e.g. unidirectional fibres, woven fabric,
knitted, or braded fabrics, are used to achieve required
properties in composite part [2]. The polymers used in
composites are classified as: thermoset and thermoplastic
ones. Thermosetting polymers e.g. epoxy, unsaturated
polyester, and vinylester are commonly used in aerospace
and naval applications due to their low viscosity, which
makes easy the impregnation of reinforcement and hence
process of fabrication.

Knowledge of thermal expansion and /or shrinkage is
essential to characterize the behaviour of thermoset
composite materials [3]. In case of laminated composites,
the differences between the coefficients of thermal
expansion of the constituents, i.e. fibres, matrix, and

mould lead to the formation of residual stresses and
deformations in the composite part [4-7]. Characterization
of these coefficients is thus essential for modelling.
Generally, it is considered that out of plane coefficient of
thermal expansion (CTE) is equal to the transversal (in-
plane) thermal coefficients [8].

In the present article, thermal expansion coefficient of a
unidirectional glass/epoxy laminated composite plate was
determined in different directions in the plane, and out of
plane of the piece. It was found that the out of plane
coefficients are not equal to the in-plane transversal
coefficients, which is against the previously believed
concept. Moreover, a significant effect of Tg was also
observed on the thermal coefficients of the composite.
These coefficients were also modelled using strain matrix
and found in agreement with the experimental ones.

2. MATERIAL AND METHODS

In this study, a laminated composite plate (300 mmx 300
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mmx 40 mm) was fabricated using vacuum assisted resin
transfer moulding (VARM) such as the fibre volume
fraction is equal to 50%. All the plies were stacked at zero
degree. The polymerization was carried out at room
temperature.

Parallelepiped samples (10mmx 10mmx 30-40mm) were
cut into the composite plate, in directions defined by a
direction coefficient O or 1, according to the axis X, Y and
Z: (1,0,0), (0.1 , 0), (0,0,1), (1,1,0), (0,1,1), (1,0,1) and
(1,1,1). To determine the CTE, a classical dilatometer was
used. Samples are given names (Table 1) for easy
understating.

Table: Samples names and corresponding orientations
Name S1 S2 [S3 [S4 |S5 |S6 |S7
Orientation | 100 | 010|001 | 110|101 |011 | 111

For determination the Tg of composite, a differential
scanning calorimeter (DSC Q200-TA instruments) was
used.

2.1. DIFFERENTIAL SCANNING CALORIMETER

This technique has been used to identify heat of cure,
specific heat capacity, glass transition temperature (Tg)
and degree of cure (o) of polymer [9]. Differential
Scanning Calorimeter (DSC) consists of two cells called
reference and sample cell. During the heating, it measures
the difference of heat that is consumed by sample as
compared to the reference, for reaching a given
temperature. The instrument used in our study was a DSC
Q200 from TA instruments.

2.2. DESCRIPTION OF DILATOMETER

DI.24 ADAMEL LHOMARGY® is the dilatometer,
which was used for the thermal expansion measurements
of composite samples. It consists of an oven, an
aluminium support, thermocouples, and LVDT sensors.

1. The oven consists of a heater based on the silicon
carbide resistor, which can heat the sample from
room temperature to 1600°C. The oven can be moved
on a rail to facilitate the sample placement.

2. Silicon support, for placing the samples of
dimensions 10 to 50 mm long in the oven. The cross-
section of sample can be up to 10mm x10mm.
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3. Two thermocouples are employed, one in the silicon
support for the measurement of sample temperature,
and second in the centre of the oven to control the
heating temperature.

Figure 1: DI.24 (ADAMEL LHOMARGY ® dilatometer

The head consists of a LVDT (Linear variable differential
transformer) type displacement sensor, and two screws for
adjusting the zero and initial load on the sample. The
sample placed on aluminium support is hold with a
pressing bar. This bar can be positioned with two screws
to adjust zero strain and initial pressure on the sample
(1mm in our case). This bar is linked to the LVDT sensor.
The length variations during the heating/cooling ramps
are then recorded. The precision of used instrument is +/-
one micrometer.

3. RESULTS AND DISCUSSION
3.1. DETERMINATION OF TG

Glass transition temperature (Tg) is the temperature at
which polymer converts from glassy state to rubbery state
or vice versa. This temperature has a significant effect on
thermo-mechanical properties of polymers and polymer
reinforced composites. Therefore, it is an important factor
to find out. In the present paper, differential scanning
calorimeter was used to characterize Tg of glass/epoxy
composite samples. 10-15 gram of composite sample
were sealed in aluminium hermetic pan and scanned for
the temperature range of 0°C -100°C at the heating rate of
4°C/min. The average value of Tg was found equal to 56
+2°C.

3.2 DETERMINATION OF THERMAL COEFFICIENTS

In order to determine the thermal coefficient, samples

were submitted to the following thermal cycle:

1. Heating from room temperature to 100°C at the rate
of 2°C/min

2. Cooling to 20°C at rate of 2°C/min
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3. Maintaining at 20°C for 80 min

This cycle was repeated 2-3 times for a sample. For each
orientation, two samples were tested, and then average of
both results was taken as the final results.

04

Figure 2: Thermal elongation versus temperature
response of samples 011

In Figure 2, Elongation response of composite sample
011(diagonal in xz plane) during the heating step is
plotted versus temperature. Slope of a graph is directly
proportional to the coefficient of thermal expansion,
which can be found using the simple expression:
1 de
CTE = —(=
( € T ), where e, is the initial length of the
sample, T is the temperature, and e is length at this

temperature.

The elongation versus temperature curve can be divided
into two linear zones in figure 2. The first one starts from
room temperature to the temperature of 56-58°C. In this
zone composite was in the glassy state. Therefore, slope
of the graph of this portion when divided by sample
length will result into CTEglassy. Whereas, the slope of
second linear portion after divided by sample length will
result into CTE of composite in fubbery state. This
change of slope occurs in the zone of glass transition of
composite sample (56 + 2 °C found by DSC). Therefore,
it can be concluded that the change in slope is due to glass
transition from glassy to rubbery state.

Figure 3 shows the comparison of CTEs below Tg of all
the tested samples. It can be noted that CTE of the sample
S, (along the fibres direction) is minimale (6.1x10° K™').
The value of CTE in transversal direction (S,) is higher
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than the value of CTE through the thickness (S;). This
result was surprising but several repetitions on samples
from different composite parts gave the same results
which lead us to conclude that this result is correct.

6.0E-05 -
x Experiment  ® Model

S.0E-05
x

1.0E-05 -
X

Coefficient of Thermal Expansion (1/K)
~N w &
(=3 o i=1
m m m
=Y =) &
w w w

0.0E+00

S1 S2 S3 sS4 S5 S6 s7
Sample

Figure 3: Linear coefficients of thermal expansion (1/K)

CTE of sample Ss (diagonal in xz plane) has lesser value
as compared to other diagonal samples (S, and Sg), which
is normal because no component of CTE along y-axis was
included in this coefficient. CTE of samples S; was found
approximately equal to CTE along z-axis.

The next step was to propose a model for CTE, depending
on angle of orientation of fibres. At first, an attempt was
made to use strain matrix to calculate the CTE;,; (of a
sample in space making 45° with its projection in xy
plane) from the experimental values of other six CTEs,
which was then compared with the experimental value.
The strain [y, (denoted by [Jin equation below) is given
by the matrix:

B By S| 1]
V3 I3 V3| /3
et o - ) ‘
V3 V3 V3|JV3
S B 8 | 1
V3 V3 /3]Y3

For one degree rise in temperature (2.1) can be written as
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The values €,,, €,,, €,, can be found by solving the strain
matrices in their respective planes. By solving (2.2), the
value of CTE,;; was found equal to 2.79x10° K™' .The
experimental value ranges from 2.77x10” The results
show that a mathematical model based on above approach
may be suitable for such estimations. Model can be
improved by considering the other thermophysical
phenomena such as Tg, etc.

CONCLUSION

In the present study, effect of fibre orientation on thermal
expansion of glass/epoxy unidirectional laminated
composite is studied. It was observed that Tg has a
significant effect on CTE of composite. It is found
experimentally, that CTE is minimum along the fibres in
XY plane. Value of CTE, when taken out of plane,
increases with angle and reaches maximum value along the
Z-direction (out of plane). As a whole, value of thermal
coefficient along Y-axis was the greatest among other
directions in the composite part. More experiments at
different orientations are required to propose a
comprehensive mathematical model.
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